
EE5120 Linear Algebra: Tutorial 2, July-Dec 2018, Dr. Uday Khankhoje, EE IIT Madras
Covers Ch 2.1,2.2,2.3 of GS

1. Is the product of lower triangular matrices always lower triangular?

Solution: Suppose A and B be n × n lower triangular matrices and define C = AB.

Now, (i, j)th entry in matrix C can be written as, Cij =
N
∑

k=1
AikBkj. Consider the follow-

ing cases:

• i = j: Then, Cii =
N
∑

k=1
AikBki. Note that if i < k, Aik = 0, and if i > k, Bki = 0.

Hence, the summation exists only when i = k, and we get,

Cii = AiiBii.

• i < j: If k ≤ i, it implies k < j, then Bkj = 0. On the other hand, if i < k ≤ j,
Aik = 0 for sure. Also, if j < k ⇒ i < k, we still have Aik = 0. Thus, for every
value of k, either Aik = 0 or Bkj = 0 or both are zero. So, every product term
AikBkj is equal to zero. Therefore, Cij = 0 when i < j.

Thus, C is a lower triangular matrix.

2. Which of the following are sub-spaces of R3? Justify your answer.

(a) V1 = {(a1, a2, a3)
∣∣∣a1 + a2 + a3 = 1}.

(b) V2 = {(b1, b2, b3)
∣∣∣b2 = b3, b1 = 2b2}.

(c) V3 = {(c1, c2, c3)
∣∣∣c1 + 2c2 + 3c3 = 0}.

Solution:

(a) V1 is not a sub-space as (0, 0, 0) will not be present in it.

(b) For the set V2, clearly (0, 0, 0) is present. Now, say (a1, a2, a3), (c1, c2, c3) ∈ V2. So,

a1 = 2a2; a2 = a3; c1 = 2c2; c2 = c3. (1)

Let (d1, d2, d3) = (a1, a2, a3) + (c1, c2, c3). Now, d2 = a2 + c2 = a3 + c3 from equa-
tion (1). So, d2 = d3. At the same time, d1 = a1 + c1 = 2a2 + 2c2 = 2(a2 + c2) = 2d2.
Thus, d1 = 2d2 and d2 = d3. Hence, (d1, d2, d3) ∈ V2.

Suppose p is some scalar. Consider (e1, e2, e3) = p(a1, a2, a3). Here, e1 = pa1 =
p(2a2) = (p2)a2 = (2p)a2 = 2(pa2) = 2e2 from equation (1). Also, e2 = pa2 =
pa3 = e3. Thus, (e1, e2, e3) ∈ V2. Hence, V2 is a sub-space.

(c) Again, it is evident that (0, 0, 0) ∈ V3. Let (p1, p2, p3), (q1, q2, q3) ∈ V3. Hence,

p1 + 2p2 + 3p3 = 0; q1 + 2q2 + 3q3 = 0. (2)



Let (d1, d2, d3) = (p1, p2, p3) + (q1, q2, q3). Now,

d1 + 2d2 + 3d3 = p1 + q1 + 2(p2 + q2) + 3(p3 + q3)

= p1 + q1 + 2p2 + 2q2 + 3p3 + 3q3

= (p1 + 2p2 + 3p3) + (q1 + 2q2 + 3q3)

= 0 + 0 = 0.

Thus, (d1, d2, d3) ∈ V3. Now, let r be some scalar and (e1, e2, e3) = r(p1, p2, p3).
Here, e1 + 2e2 + 3e3 = rp1 + 2rp2 + 3rp3 = r(p1 + 2p2 + 3p3) = r.0 = 0 ⇒
(e1, e2, e3) ∈ V3. So, V3 is also a sub-space.

3. LetW be the set of all 2× 2 matrices

A =

[
a b
c d

]

such that Az = 0, where z =

[
1
1

]
. IsW a subspace of M22, where M22 is the vector space

of all 2× 2 real valued matrices? Explain.

Solution: Az = 0 =⇒ Az =

[
a b
c d

] [
1
1

]
=

[
a + b
c + d

]
=

[
0
0

]
. Thus, W consists of all

matrices of the form
[

a −a
c −c

]
. Clearly, an all-zero matrix A will satisfy the equation

Az = 0 and hence, it will belong toW . Now assume that A1 =

[
a1 −a1
c1 −c1

]
and A2 =[

a2 −a2
c2 −c2

]
are inW . Then,

A1 + A2 =

[
a1 −a1
c1 −c1

]
+

[
a2 −a2
c2 −c2

]
=

[
a1 + a2 −(a1 + a2)
c1 + c2 −(c1 + c2)

]
is inW . Consider a scalar k, then,

kA1 = k
[

a1 −a1
c1 −c1

]
=

[
ka1 −(ka1)
kc1 −(kc1)

]
is also inW . Hence,W is a subspace of M22.

4. Suppose V is a vector space. LetW1,W2 ⊂ V be sub-spaces. Which of the following sets
are sub-spaces? If a set is a sub-space, prove it. Else, provide a counter-example and state
under what circumstance, it can be a sub-space.

(a) W1 ∩W2.

(b) W1 ∪W2.

(c) W3 = {v
∣∣∣vTu = 0, ∀u ∈ W1}.

(d) W = {w
∣∣∣∃w1 ∈ W1, w2 ∈ W2 satisfying w = w1 + w2}.
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Solution:

(a) Given that,

W1,W2 are sub-spaces. (3)

• Due to (3), 0 ∈ W1,W2. Hence, 0 ∈ W1 ∩W2.

• Let u, v ∈ W1 ∩W2 ⇒ u, v ∈ W1 and u, v ∈ W2. Due to (3), u + v ∈ W1 and
u + v ∈ W2 ⇒ u + v ∈ W1 ∩W2.

• Suppose a is some scalar and v ∈ W1 ∩W2 ⇒ v ∈ W1 and v ∈ W2. As a
consequence of (3), av ∈ W1 and av ∈ W2. Hence, av ∈ W1 ∩W2.

Thus,W1 ∩W2 is a sub-space.

(b) In general, W1 ∪W2 is not a sub-space. Eg: Consider the vector space R2. The
set of points defined by the line x = 0 is a sub-space. Similarly, the set of points
defined by the set y = 0 is also a sub-space. But the union of these two sets is not
a sub-space.

For any two sub-spaces, W1 andW2, W1 ∪W2 will be a sub-space only if one of
the set is a subset of the other.

(c) • Since 0Tu = 0, ∀u ∈ W1, 0 ∈ W3.

• Let v1, v2 ∈ W3 and u be any vector in W1. Then, vT
1 u = vT

2 u = 0. Now,(
v1 + v2

)T
u =

(
vT

1 + vT
2

)
u = vT

1 u + vT
2 u = 0 + 0 = 0. Thus, v1 + v2 ∈ W3.

• Suppose a is some scalar, w ∈ W3 and u is any vector inW1. So, wTu = 0.

The,
(

aw
)T

u = aTwTu = a.0 = 0. Hence, aw ∈ W3. This is true for any
scalar a and any vector in u ∈ W1.

So,W3 is a sub-space.

(d) • Since 0 ∈ W1,W2, 0 + 0 = 0 ∈ W .

• Let u, v ∈ W . Then, ∃
{

ui, vi ∈ Wi

}
i=1,2

, s.t. u = u1 + u2 and v = v1 + v2.

Now,

u + v = u1 + u2 + v1 + v2

=
(

u1 + v1

)
+
(

u2 + v2

)
= w1 + w2.

In the above, ui + vi = wi ∈ Wi since Wi is a sub-space for each i = 1, 2.
Thus, u + v ∈ W .

• Let u ∈ W and a be any scalar. ∃
{

ui ∈ Wi

}
i=1,2

s.t. u = u1 + u2. Now,

au = a
(

u1 + u2

)
= au1 + au2 = p1 + p2.

Since,Wi’s are sub-spaces, pi = aui ∈ Wi for every i = 1, 2. Hence, au ∈ W .

Thus,W is a sub-space.
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5. (a) The span of the following set of vectors is a sub-space of dimensional real space.
Fill in the blank.

v1 =


1
0
0
1

 , v2 =


2
0
0
2

 , v3 =


3
0
0
3


(b) What is the dimension of the sub-space spanned by the vectors given in (a)?
(c) Following (a) and (b), Check whether the following statement is true.

Statement : If S is an m-dimensional vector space and S ⊆ Rn, n is always equal to m.
If true, justify/prove it. If false, specify the possible values that n can take.

(d) Find a set of vector(s) that yields 0 on taking inner product with any of v1, v2, v3.
Comment whether the above computed set of vectors form a vector space. If it does,
what is it’s dimension? Compare this dimension with those obtained in (a) and (b).

Solution:

(a) 4. There are 4 entries in v1, v2, v3.

(b) 1. Each of the three vectors is linearly dependent on every other vectors.

(c) No. n ∈ {m, m + 1, m + 2, . . . }

(d) • v1, v2, v3 can be expressed as a linear combination of one basis vector as fol-
lows

a


1
0
0
1

 , where a ∈ {1, 2, 3}

• Hence, any vector that yields zero on taking inner product with[
1 0 0 1

]T will yield the same with v1,v2,v3 and also with any of other

vectors spanned by
[
1 0 0 1

]T.

• Let S ⊆ R4 be the required set of vectors

• Consider x ∈ S

=⇒ xT


1
0
0
1

 = 0

=⇒ x1 = −x4
=⇒ x can be written as

x = b


1
0
0
−1

+ c


0
1
0
0

+ d


0
0
1
0

 , where a, b, c ∈ R

• We have expressed x ∈ S as linear combination of three basis vectors. Hence
S is a 3 dimensional subspace.

• Dimension obtained in (a) equals the addition of the dimensions obtained in
(b) and (d). This will be proved when the concept of ”Orthogonal spaces” is
introduced.
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6. Solve the following:

(a) Reduce these matrices A and B to their ordinary echelon forms U:

(i)A =

1 2 2 4 6
1 2 3 6 9
0 0 1 2 3

 , (ii)B =

2 4 2
0 4 4
0 8 8


Find the special solution for each free variable and describe every solution to Ax = 0
and Bx = 0. Reduce the echelon forms U to R, and draw a box around the identity
matrix in the pivot rows and pivot columns.

(b) Find the column space and nullspace of A and the solution to Ax = b:

A =

2 4 6 4
2 5 7 6
2 3 5 2

 , b =

4
3
5



Solution:

(a)

(i)U =

1 2 2 4 6
0 0 1 2 3
0 0 0 0 0

 , R =

1 2 0 0 0
0 0 1 2 3
0 0 0 0 0

 , Null space =


−2 0 0
1 0 0
0 −2 −3
0 1 0
0 0 1



1 2 0 0 0
0 0 1 2 3
0 0 0 0 0

(ii)U =

2 4 2
0 4 4
0 0 0

 , R =

1 0 −1
0 1 1
0 0 0

 , Null space =

 1
−1
1


1 0 1 −2
0 1 1 2
0 0 0 0

(b)

R =

1 0 1 −2
0 1 1 2
0 0 0 0

 , Null space =


−1 2
−1 −2
1 0
0 1

Column space =

2 4
2 5
2 3



Solution for (Ax=b) x =


4
−1
0
0

+ α


−1
−1
1
0

+ β


2
−2
0
1


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7. R denotes the row-reduced echelon form of a 5x3 matrix A. R has three non-zero pivots.

(a) Find the set of vector(s) that solve Rx = 0.

(b) The matrix B is defined as
[

R
2R

]
. Find the rank of B.

(c) The matrix C is defined as
[

R R
R 0

]
. Find the rank of C.

Solution:

(a) Rx = 0
=⇒ x1R1 + x2R2 + x3R3 = 0
=⇒ x1 = x2 = x3 = 0 (Since R has 3 pivots, it’s columns are independent)
=⇒ zero vector x = 0 is the only solution to Rx = 0.

(b)

B =

[
R

2R

]
'
[

R
0

]
The row reduced echelon form of B has 3 pivots. Hence, it’s rank is 3.

(c)

C =

[
R R
R 0

]
'
[

R R
0 −R

]
'
[

R 0
0 −R

]
'
[

R 0
0 R

]
There will be some zero rows in the middle of

[
R 0
0 R

]
, which can be swapped to

get the row reduced echelon form of C. The row reduced echelon form of C will
have 6 pivots, hence it’s rank is 6.

8. Prove the following:

(a) Rank(AB) ≤ Rank(A).
(b) Suppose A and B are n by n matrices, and AB = I. Prove from rank(AB) ≤ rank(A)

that the rank of A is n. So, A is invertible and B must be its inverse. Therefore, BA = I.

Solution:

(a) Let A and B be matrices of dimensions m× n and n× p, respectively.

AB =
[
Ab1 Ab2 .. Abi .. Abp

]
where b1, b2, .., bp are columns of B.

So, Columns of AB are linear combinations of columns of A. Rank(AB) can at most
be equal to rank of A. i.e, Rank(AB) ≤ Rank(A).

(b) Given, AB = I and A is invertible. Multiply A−1 on right side and A on left side
of equation.

⇒ A−1(AB)A = A−1(I)A

⇒ BA = I

Hence proved.
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9. (a) Which of the following sets of vectors are linearly independent? Justify your answer.
• S1 = {(0, 0, 0, 0)}.
• S2 = {(1, 1, 1)}.
• S3 = {(1,−1, 0), (0, 0, 1), (1, 1, 0)}.

(b) Suppose S = {v1, v2, ..., vn} is a set of finite number of m-length vectors (m ≥ n). If
vj 6= 0, ∀j = 1, ..., n and vT

i vk = 0, ∀i 6= k and i, k = 1, ..., n, then prove that S contains
linearly independent vectors.

(c) Let S1 and S2 be sets containing finite number of vectors such that S1 ⊂ S2. Which of
the following statements is/are True? Justify your answer. Prove the statement if it is
true, else given a specific counter-example if the statement is false.
• If S2 is linearly dependent, then so is S1.
• If S2 is linearly independent, then so it S1.

Solution:

(a) • S1 is a single-ton set containing all-zero vector. Since, c(0, 0, 0, 0) = (0, 0, 0, 0)
for any c 6= 0 too, given set S1 is not linearly independent.

• Again, S2 is a single-ton. Here, c(1, 1, 1) = (0, 0, 0) only if c = 0. Hence, S2
is a linearly independent set. In fact, all singleton sets with a non-zero vector
in it, are linearly independent.

• Let a(1,−1, 0) + b(0, 0, 1) + c(1, 1, 0) = (0, 0, 0). First, we obtain, b = 0. Then,
a + c = 0 and c − a = 0, which implies, a = c = 0. So, the given set of
vectors linearly combine to give an all-zero vector only when the vectors are
weighted by zero co-efficients. Thus, S3 is linearly independent.

(b) Let a1v1 + a2v2 + ... + anvn = 0, for some scalars a1, ..., an. Now for some k ∈
{1, ..., n}, we have,

vT
k

(
a1v1 + a2v2 + ... + anvn

)
= vT

k 0

⇒ akvT
k vk = 0.

Since, vj 6= 0, ∀j, in the above equation ak = 0. This is true for any k ∈ {1, ..., n}.
Hence, a1 = a2 = ... = an = 0. Thus, S is linearly independent.

(c) • False. Eg: S2 = {(1, 1), (2, 2)} but S1 = {(1, 1)}.
• True. Let S2 = {v1, ..., vn} and S1 = {v1, ..., vk}, where k < n < ∞. Given S2

is linearly independent. Assume that S1 is linearly dependent. Hence, we
have,

k

∑
i=1

aivi = 0, (4)

with at least one of the ai’s being non-zero. This means in
n
∑

i=1
aivi, even if

ak+1, ..., an are all set to zero, we get,

n

∑
i=1

aivi =
k

∑
i=1

aivi +
n

∑
j=k+1

ajvj =
k

∑
i=1

aivi + 0 = 0,
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from equation (4), with at least one of the ai’s being non-zero. This contra-
dicts the given fact that S2 is linearly independent. Hence, our assumption
about S1 is wrong. Thus, S1 is linearly independent if S2 is so with S1 ⊂ S2.

10. (a) Find a basis for the given sub-spaces of R3 and R4.

(i) All vectors of the form,

a
b
c

 , where a=0.

(ii) All vectors of the form,


a + c
a− b
b + c
−a + b

 .

(iii) All vectors of the form,

a
b
c

 , where a− b + 5c = 0.

(b) Let V be the vector space of 2 × 2 matrices, and W be the sub-space of symmetric
matrices. Show that dim(W) = 3, by finding a basis ofW .

Solution:

(a) The desired basis vectors are:

(i)

0
1
0

 ,

0
0
1



(ii)


1
0
1
0

 ,


0
1
−1
−1


(iii)

1
1
0

 ,

−5
0
1


(b) If a matrix A is symmetric, A = AT, i.e., aij = aji =⇒ A =

[
a b
b d

]
.

Taking E1 =

[
1 0
0 0

]
, E2 =

[
0 1
1 0

]
, E3 =

[
0 0
0 1

]
, we claim that S = {E1, E2, E3} is

a basis ofW , i.e., (a) S spansW and (b) S is linearly independent.

(a) The above matrix A =

[
a b
b d

]
= aE1 + bE2 + dE3, thus S spans W.

(b) Suppose xE1 + yE2 + zE3 = 0, where x, y, z are unknown scalars. This can be
written as,

x
[

1 0
0 0

]
+ y

[
0 1
1 0

]
+ z

[
0 0
0 1

]
=

[
0 0
0 0

]
,

This implies, [
x y
y z

]
=

[
0 0
0 0

]
,
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and so, x = 0, y = 0 and z = 0. Thus S is linearly independent. Therefore, S
is a basis ofW and dim(W)= 3.

Matlab Section (Optional)

Useful Matlab Functions:
Reduced row echelon form: rref
Rank of the matrix: rank
Null space: null
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