EE5120 Linear Algebra: Class Test 1, 11th August'17

1. Solve the following sets of linear equations using Gaussian elimination

X1—4XQ—X3:—6
2x1 —8xp 4+ x3 = —9
—Xx1 +4x, —2x3=3

Solution: System after simplifications =

X1 —4x, —x3 = —6
3X3 =3
Therefore x3=1; assigning x, = k for some k € R, we have x; = —5 + 4k.

Thus solution set is {(—5,0,1) +k(4,1,0) : k € R}

2. A matrix X is called a projector matrix if X> = X. Let v; and v, be vectors of dimension

-
N x 1 each, and let Iy denote an N x N identity matrix. Define P; = Z’T‘:;, i =1,2. Here,

1

(.)T refers to transpose operation.

(a) Prove that the matrices Py, Iy — Py are projector matrices.

(b) Suppose v is a vector defined as v = (Iny — P1)vy, then compute the expression for
V) V.

Solution:

(a) Note that VlT v is a scalar. Then, we obtain,

vlvlT vlvlT B vl(vlTvl)vlT B (VlTvl)vlvlT B vlvlT

P? = =P;.

vivivivy N (vivy)? N (vivy)? _vlTvl

Hence, P; is a projector matrix. Similarly, we can prove P; is also projector matrix.
Now, consider the following:

(Iy — Pp)? = I3, + P3 — 2IyP, = Iy + P, — 2P, = Iy — P».

The second equality uses the fact P, is a projector matrix. Hence, Iy — P; is a
projector matrix.

(b) Vector v is given by,

T T
Vivy vi(viVva)
Ty, V2= V2T T
Vivi Vivi

vV = (IN—Pl)VZ =V —




Now,

T T Vi (VlTVZ) T TV1 (VlTVZ)
Viv=v] (V2 — — ) =V Vo — V] —F—"
V1V1 V1V1
T T
_ T (V1V1)(V1V2)_ T Tys =0
=ViVa— ——F > =V —vivy = 0.
vivi

Thus, VlT v=0.
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