EE 511 Solutions to Problem Set 5

(a) The sample functions are shown in Figure 1.
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Figure 1:

(b) XO = 0 X05(0) = 17 X05(1) = —1, X05(2) = 1, and X05<3) = —1 X0.25(O) = 1,
X0‘25(1> = 0, X0.25(2) = —]_, and X0.25(3) = 0. The marginal CDF’s of Xo, X0.25,
and X5 are shown in Figure 2.

(c) Given that Xo5 = —1, Xp25 = 0 with probability 1.

(d) Given that Xo5 = 1, X205 = 1 with probability 0.5 and X295 = —1 with proba-
bility 0.5.

.a) F[X;] =0.

E[Xi1.Xy] = E[A%cos(2mft + O)cos (2rf(t +7)+ O)]

= A; [cos 27 fom + Elcos (2m f.(2t + 7) + 20)]]

A2
= S cos2mf.T

b) We can choose any pdf for © as long as Flcos (27 f.(2t + 7) +20)] = 0 and
Elcos (27 f.t + ©)] = constant for any ¢, 7. © can be defined as follows:
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Another possible choice for O is:

. 1
0 with prob.35
T with prob.%
5 with prob.l—l2
o ?[f with prob.%
= . 6
7 with prob.;5
%’r with prob.%
if with prob. 5
s
1

with prob%
A more general choice for fg(f) can be made as follows:

(i) Let us assume that the range of O is from 0 to 2.

(ii) The condition for mean to be constant can be obtained as follows:

Elcos (2 f.t 4+ ©)] = [&" cos (2mf.t 4 0)fo(0)dl
= [Tcos (2nfit +0) fo(0)dO + [ cos (2n f.t + 6) fo(0)dO

(using 0 =0 —71) = [T cos(2mfet +0)fo(0)dd + [T cos (2nfuit + 0 + ) fo(0 +7)do
= [ cos (27 fot + 0) fo(0)d6 + [[— cos (2m fot + 6')] fo (6 + 7)db’

= [y cos(2nfit +0)[fo(0) — fo(6+ m)|do
Therefore, if fo(0) = fo(0 + m) for 6 in [0, 7], then E[cos (27 f.t + O)] = 0.
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(iii) The additional condition for the auto-correlation funtion to be a function of 7 can
be obtained as follows:

Elcos (2mf.(2t +7) +20)] = [ cos (2nf.(2t + T) + 20) fo(0)dH
(using ¢ = 20) = 1 Jy"cos (2nf.(2t+7) + @) fo (%) do
= )5 cos (2mfo(2t +7) + 6) fo (§) do
+5 Jor cos (2 fo(2t +7) + 6) fo (§) do
(using ¢’ = ¢ — 2m) = L 77 cos (2n (2t +7) + 8) fo (§

) do
+1 T cos(2nfu(2t +7) + B f (‘f; > ¢

= 1 0 Tcos (2mf (2t + T) + @)

fo (2) + fo («; + w)} do.
Assuming that we satisfy the condition from (ii) above, we get

Elcos 2nf.(2t + 1) 4+ 20)] = /027r cos 2mf.(2t +7) + ¢) fo (i) do.
Now, proceeding as in (ii), we need

g -(5)

for ¢/2 in [0, 7]. Equivalently, we need

fo®) = fo (645

for 6 in [0, 7/2].

(iv) Combining the conditions from (ii) and (iii), we get

folt) = fo (84 5 (1)

for 6 in [0,7/2] and k = 1,2, 3. Therefore, we can choose any arbitrary fg(6) for

6 in [0,7/2] such that
3 1
/ fe(0)do = -.
0 4

fo(0) for 0 in [r/2, 27| can be set using (1).
A sample pdf that fives a W.S.S. X, is shown in Figure 3.
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3. a) E[Y;] = E[X; cos (27 f.t + O)]. Since © and X; are independent, E[Y;] = E[X;|E|cos (27 f.t + O
mx Elcos (2nf.t + O)] = 0.

Ry(t+7,t) = FE[XiXi,|E[cos (2mf.t+ ©O)cos (2nf.(t +7)+ O)]

= 1Rx(7)[cos2r fr + Elcos 2 fo(2t + T) + 26|

= 1Rx(7)cos2nf.T.
Y, is W.S.S..
b) E[Y;] = E[X,] cos 2m f.t = mx cos 27 f.t is a function of time. Y; is not W.S.S.

4. E[X;] = E[X;]cos2nf.t + E[Xs]sin2n f.t. For the mean to be independent of ¢, we
need

E[Xi] = E[X5] = 0.
Rx(t,t+7) = E[(Xicos2nf.(t+ 1)+ Xosin2nf.(t + 7))(X; cos2m f.t + Xosin 27 f.t)]

_ (E[Xf] + E[X7]

5 > cos 2w f. 7

+ 2E[X; Xs]sin2m f.(2t + )

E[X?] - E[X]]
2
For Rx(t,t + 7) to be independent of ¢, we need

) cos 27 fo(2t + 7).

E[X:X,] =0 and E[X}]= E[X]].

The conditions derived above are both necessary and sufficient.



E(|Xer = Xi) = E[Xe X{y,| = BE[X-X;] = BE[XX7L] + E[XX]]
(Since X; is W. S.S.) = Rx(0) — Rx(7) — R%(7) + Rx(0)

— 2Ry (0) — 2Re(Rx (7))

(Since Rx(0) is real) = 2Re(Rx(0) — Rx(7)).
6. (a)

XO == O
prHXy = W)
P Xy = pXy 4+ Wh)

(X = pXp1 + W)
Adding the above equations, we get
X =Wy 4+ pWoiq + -+ p" WL

Therefore, E[X,] =0 and Var(X,) =1+ p*+--- + p*" 2%

(b) E[X,Xnik] = E[Xn(pXnik-1 + Wair)] = pE[X,, Xpnik-1]. Therefore, we have
E[X; Xoir] = pPEXZ] = p* (1 + p* + -+ p*72).

(¢) No. E[X,X, ] is dependent on n.

7. Using Cauchy-Schwartz inequality and (geometric mean < arithmetic mean), we have

|Rxy (7)] < y/Rx(0)Ry(0) < 0.5[Rx(0) + Ry (0)].

8. Rx(t+,t) = B[ X1+ X¢] = EY44: 211, Y: Z4). Since Y; and Z; are independent random
processes, Rx(t + 7,t) = E[Y;1.Y}|E[Zi1+ 7] = Ry (7)Rz(7). X, is also W.S.S..

9. a) The transfer function of the filter (whose input is X; and output is Y;) is
H(f)=1—e T =1 — cos2n fT + jsin 2w fT.
Sy(f) = Sx(NHIH(f)

= Sx(H)[(1~ cos2nfT)? + (sin 27T

= 2S9x(f)[1 — cos2rm fT)] = 4Sx(f)(sinnfT)?

b) If f < 1/T such that 7fT is very small, then sin7fT is approximately equal to
7 fT. Therefore, Sy (f) = 4n2f>T%Sx(f). A scaled version of the same power spectral
density would be obtained if Y; is obtained from X, using a differentiator, i.e., we will

get Sy (f) = 47°f2Sx (f).



10. a) E[Z;] = E[Xi] + ElY:] = mx + my.

Rz(t,s) = E[(X,+Y)(X,+Y,)]
= Rx(t, S) + ny(t, S) + Ryx(t, 8) + Ry(t, S)
(using 7=t —5s) = Rx(7)+ Rxy(7)+ Ryx(7) + Ry (1)
Z;is W.S.S..

b) Sz(f) = Sx(f) + Sxy(f) + Syx(f) + Sy (f).

c) If X; and Y; are uncorrelated and zero-mean, then Sz(f) = Sx(f)+ Sy(f). If they
are non-zero mean random processes and uncorrelated, then Sz (f) = Sx(f)+ Sy (f)+
QTTLme(S(f)

11. (a) Rg(t, S) = E[StSs] = E[(Xt + n)(Xs + 1/5)] = Rx(i, S) + ny(t, S) + Ryx(t, 8) +
Ry (t,s). Since, X; and Y; are jointly W. S. S., we have

Rs(T) = Rx(T) + ny(T) + ny(—T) + Ry(T).
Similarly, we can show
RD(T) = Rx(T) — ny(7'> — ny(—T) + Ry(T).

(b) Rxs(t,s) = E[Xy(Xs+Y;)] = Rx(t,s) + Rxy(t,s). Therefore, we have Rxg(7) =
Rx(T) + ny(’?’).
[

(¢) Rsp(t,s) = E[(X:+ Y:)(Xs — Ys)] = Rx(t,s) — Rxy(t,s) + Ryx(t,s) — Ry(t,s).
Therefore, we have Rgp(7) = Rx(7) — Rxy(7) + Rxy(—7) — Ry (7).

12.
sz(t,S) = E[ZtWS]

= B[ mn)Xindn [ ha(n)Yepdn

—00

= /_ /_ hi(11)ho(T2) E[ X7, Y ry|dTidTs
= /_ /_ hi(71)he(72) Rxy (t — s — 71 + T2)dmidm

- /OO ha (1) Uoo ha(7s) Ry (t — § — 71 + To)drs| dri

—0o0 —00

From the above result, we see that Rz (t,s) is a function of 7 = ¢t — s and is the
convolution of Rxy(7), hi1(7) and hy(—7). Therefore, we have

Saw (f) = Sxvy (f)Hi(f)H5(f).



13. (a) Yn = Xn + Xn—l + Xn_g.

o0 —)\)\k: [o'e) )\ s . .
¢x,(s) = Ele™] =3 : X et =eY /j — o AN — o A(l—e).
k=0 k=0 "

Since X,,, X,,_1, and X,,_» are independent and identically distributed, we have
¢Yn(5) _ E[esYn] _ E[ean]E[ean,l]E[ean,g] _ E[eSX"]3 — 673/\(17@).
Therefore, Y,, is a Poisson random variable with parameter 3\, i. e.,

k
PlY, =k] = e—”(?’lg) Yk > 0.

¢Yn(8) — E[esyn] — E[ean]E[GSanl]E[eSXn—Z] — 6_()\7l+>\n71+>\n72)(1_es)‘

Therefore, Y,, is a Poisson random variable with parameter A\, + \,_1 + \,_2, 1.

e.,

()‘n‘i‘)\nfl“’)\nf?) (An —I— )\Tl—l + )\n_2)k
k!

PlY, =kl =e k> 0.



