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Abstract 
Two new schemes are presented for  finding human 

faces in a photograph. The first scheme approximates 
the unknown diatributions of the face and the face- 
like manifolds wing higher order statistics (HOS). 
An HOS-based data clustering algorithm is also pro- 
posed. In the second scheme, the face to non-face 
and non-face to  face transitions are learnt using a 
hidden Markov model (HMM). The HMM parameters 
are estimated corresponding to a given photograph and 
the faces are located b y  examining the optimal state 
sequence of the HMM. Experimental results are pre- 
sented on the performance of both the schemes. 

I. Introduction 
The problem that we address in this paper is as 

follows: given a cluttered image, locate human faces in 
it. Face finding can serve as an important initial step 
towards building a fully automated face recognition 
system. It also finds applications in human-computer 
interfaces and surveillance/census systems. Related 
works on face-finding can be found in [l] - [8]. 

In this paper, we propose two new schemes for face 
finding. The first scheme is based on using higher 
order statistics (HOS) while the second is an unsu- 
pervised scheme based on the hidden Markov model 
(HMM). In the HOS-based scheme, our approach is 
distribution-based as in [3], but there are important 
differences. In [3], a simple Gaussian fit is used to 
model the distribution of the face and the face-like 
manifolds. We use higher order statistics of the face 
and the face-like data samples to get a better approxi- 
mation to the unknown distribution. We also propose 
aclustering dgorithm that makes use of an HOS-based 
decision measure for better discriminating capability. 
We would like to emphasize that we do not perform 
any pre-processing operations on the face and the face- 
like patterns unlike in [7]. The second approach that 
we propose here is based on the concept of learning 
the face to non-face and non-face to face transitions 
in a photograph. The approach is based on generat- 
ing an observation sequence from the photograph and 

learning the HMM parameters corresponding to this 
sequence. The post-processed optimal state sequence 
decides the location of faces in the photograph. Both 
the HOS-based and the HMM-based schemes locate 
faces successfully even in images with multiple faces 
in a complex background. 

11. Multivariate Series Expansion 
In this section, we derive a series expansion for a 

multivariate density function in terms of the Gaus- 
sian function and the Hermite polynomials. The cor- 
responding expansion for the univariate case is quite 
well known [9]. The HOS-based decision measure is 
derived from this expansion. 

and 
X N N ( Q , I ) .  If 2 = [tl t 2  . . . t ~ ] ~ ,  then the mo- 
ment generating function of X is given by @(tJ = 
E [exp (fx)]. Since these random variables are sta- 
tistically independent, @(t) = exp (iiTi). There- 
fore, E [exp (t'X - Sat)] = 1. Replacing t by t + 
- s, we get E [exp (tTx - ;tTt) exp (sTX - f g T g ) ]  = 
exp ( i T g ) .  Expanding this equation in Taylor series, 

T Let the random vector X = [XI XQ . . . X J ~ ]  

zz,:,=, (@',), where @ representuiten- 
sor product and t@n = 6 @ t @ . . - 8  t. The ma- - 

n ttme. trix I,,,,,,, - - O,,,, for n # m and I,,,, = 

IQ, for n = m, where O,,,, is the zero ma- 
trix with qn rows and q, columns while I*,, is 
the identity matrix of dimension qn. The vector 
H n ( 4  = [(DtBn)exp (tT:- ftTt)3,, and - Dt = 

The dimensions of G(xJ and 

- 

T [ 8 8  G . .  . G] 8 . 
- 
H, (4 are given by qn and q,, respectively. By equat- 
ing the coefficients of $ and 5 on both sides, we obtain 
the important orthogonality relation 

E [ K , ( X ) H m ]  = I P , P ,  . (1) 

Note that the expectation is w.r.t N(Q,I) .  In (l), 
&(E) is a vector whose elements are given by the 
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product (n:, w) for all permutations of ki, 
i = 1 , .  . . N ,  such that ELl ki = n. The dimen- 
sions of the vectors En(4 and ZTm(g) are given by 
Pn and pm, respectively. The term Hkr(xi) is the 
Hermite polynomial of order ki and is defined as 

[ . Similarly, one can derive 

an orthogonality relation in terms of N ( p ,  - R) as [lo] 

exp (tixi - 3 It2))] i 
t r = O  

E [ H ~ ( R - ~ ( I L - ~ ) )  ( R - ~ L X - P ) ) ]  - = ~ p , . p ~ .  

Let = R - i ( x -  p) and y = R-i(g- p ) .  If has 
mean p and covari&ce R, then  using t& above or- 
thogodi ty  relation, the multivariate probability den- 
sity function f(d can be shown to be [lo] 

f ( 4  = R) 1 + E [ET(I)I E&) ' (2) 
( w  n=3 . 1 

111. HOS-Based Face Finding 
In this section, we propose an HOS-based face find- 

ing scheme that finds faces by searching an image for 
square patches of frontal views of the human face at 
all points of the image and across different scales. 
A. Face Modeling 

Analogous to [3], we use a distribution-based model 
for face finding. In this scheme, canonical faces are 
represented as the set of all masked 13 x 13 patterns 
that are canonical face views. The set of all 13 x 13 
pixel canonical face patterns maps to a manifold in a 
multidimensional vector space. Since the global shape 
of this manifold may be quite complex and analyti- 
cally intractable, one has to approximate the under- 
lying distribution. In [3], the distribution of the face 
manifold was modeled by fitting the face data sample 
with multi-dimensional Gaussian clusters. It is our 
conjecture that the face pattern distribution is un- 
likely to be governed by a simple multi-dimensional 
Gaussian function. We approximate f (gJ by up to its 
mth order joint moment by using (2) as 

m 

f(x) = N ( E ,  R) 1 + E [HT(Y)] &(E))  > (3) ( n=3 

w h e r e Y = R - i ( x - E )  andy=R')(a:-p) .  Thus, 
higher order moments are u&d to get a b%tter ap- 
proximation to j(zJ than a simple Gaussian fit. For 
computational reasons, we choose m = 3. We too use 
(as in [3]) six clusters to describe the face distribution. 

In the real world, many naturally occurring non- 
face patterns look like faces when viewed in isola- 
tion. It is possible that some of these face-like pat- 
terns may be located quite close to the centroids of 

the face clusters. Hence, it is desirable to refine the 
manifold boundary by explicitly carving out regions 
around the face sample distribution that do not corre- 
spond to canonical face views. The approach adopted 
for modeling the distribution of the face manifold is 
repeated for the face-like manifold too. 
B. Data Clustering 

When the actual distribution of the data is non- 
Gaussian, then traditional k-means algorithms based 
on Euclidean-and Mahalanobis distances [ll],  [12] may 
fail to yield satisfactory results. Hence, we develop 
a clustering algorithm that uses higher order (> 2) 
statistics for improved clustering. We define the HOS- 
based decision measure as (- log f(4). €+om (3) the 
HOS-based finite order decision measure is given by 

) 
m 

- 1% N E ,  R) 1 + E [ET ( 2 9 1  En (-11)) (4) ( n=3 

Interestingly, when f (g) is Gaussian, the HOS-based 
decision measure neatly reduces to the normalized M& 
halanobis distance. 
B . l  HOS-based Clustering Algorithm 

1. Obtain k initial pattern centers from the image 
database (either face or non-face). Divide the 
data set into k clusters by assigning each data 
sample to the nearest pattern center in Euclidean 
space. 

2. Initialize the joint moments (second and onwards 
up to order m) of all k clusters. 

3. Recompute pattern centers to be the centroids of 
the current data partitions. 

4. Using the current set of k pattern centers and 
their higher order moments, recompute data par- 
titions by re-assigning each data saniple to the 
nearest pattern center using the HOS-based deci- 
sion measure defined in (4). If the data partitions 
remain unchanged or if the maximum number of 
inner-loop (i.e steps 3 and 4) iterations have been 
exceeded, proceed to step 5 .  Otherwise, return to 
step 3. 

5. &-compute the moments (second and onwards 
up to order m) of all k clusters from their respec- 
tive data partitions. 

6. Using the current set of k pattern centers and 
their cluster moments, recompute data partitions 
by re-assigning each data sample to the nearest 
pattern center using the HOS based measure. If 
the data partitions remain unchanged or if the 
maximum number of outer loop (i.e steps 3 to 6) 
iterations have been exceeded, proceed to step 7. 
Otherwise, return to step 3. 
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7. Return the current set of IC pattern centers and 
their joint moments (up to order m) for each clus- 
ter. 

C. Face Classification 
A multi-layer perceptron net is used in our scheme 

for classification. The network has 12 input nodes, 6 
hidden nodes and 1 output node. The input vector to 
the network consists of 12 elements that are difference 
measurements between the image pattern and the 12 
(6 face and 6 face-like) clusters of the model. The 
differences are computed using the HOS-based me& 
sure given in (4). Once training is complete, to  find 
whether a given image pattern is a face or not, a 12 
dimensional vector of difference measurements corre- 
sponding to the test pattern is computed using (4). 
The trained classifier then determines whether or not 
the test pattern is a face. 

IV. HMM-Based Face Finding 
The face finding scheme using HMM can be broadly 

divided into three sections, viz. a pre-processing sec- 
tion, a processing section and a post-processing sec- 
tion. In the pre-processing section, the observation 
sequence that the HMM must learn is first generated 
in the transform domain by comparing each masked 
subimage with a knowledge-base consisting of 6 face 
and 6 face-like centroids. In the processing section, 
the number of states to be used for the HMM is first 
decided. Since the non-faces in a photograph typi- 
cally outnumber the faces, it must be ensured that at 
least one state of the HMM represents the face. The 
k-means algorithm is then used to cluster the observa- 
tion sequence into N states. The HMM is trained on 
this sequence. After learning is complete, the post- 
processor first binarizes the optimal state sequence 
and then performs a 'cleaning' operation to remove 
the background clutter. The post-processed optimal 
state sequence gives the location of faces in the image. 
The HMM has been previously used, among others, 
by Samaria and Young for face recognition [13]. A de- 
tailed discussion on HMM can be found in [14], [15]. 

A. Pre-processing 
1. Construct m x n subimages, { A i , j } ~ ~ ~ { ~ : ~ ~ n ' 2 )  

by traversing the photograph of size M x N in a 
raster-scan fashion. Crop each subimage with an 
appropriate mask. The cropped subimages are 
then lexicographically ordered as column vectors 

2. Construct a 12 x 1 vec- 

IIA{,j - Kz~?, .  1 , IIAi,j - K12112 1' using the face 

M-m/2,N-n/2 
tAl,j} i,j=m/2,n/2 ' 

tor = [ s ; , ~ , s ~ ~ ,  . .  ,6;,;]' = [ I I A ; , ~  - K1112, 

centroids K1, K2, - - . , Kg and the face-like cen- 
troids K7, Ks, 5 a , K12 from the knowledge-base. 

3. {Ai,j}i,j=m/2,n/2 is now the observation se- 
quence that the HMM must learn. 

M-m/2,N-n/2 

B. Processing 
1. Determine the number of states N to be used for 

the HMM as follows: 
(a) Initialize r]  = 2 and qmar. 
(b) Cluster {Ai , j }~~~" , / /"2 :~~n'2  into r]  bins using 

k-means clustering algorithm. 
(c) Determine the centroids of each of the r ]  bins 

(say {"a>;=,, where kA is a vector of length 
12, namely, l k  61, k P ,  * .  I, ksl2 1 >. 

(d) for k = 1 to r ] ,  compute a, = min kSa. If for 
some k = I C * ,  a* is such that 1 5 a* _< 6, 
then the bin corresponding to  k* represents 
a face. Note that 6's represent the distances 
from the knowledge-base (face{ K1, , KG}, 
non-face(K7, - - , Klz}). Output N = q as 
the number of states to be used by HMM, else 
r ]  = q + 1, until qma+. If there is no cluster cor- 
responding to a face  in the photograph - STOP 
the algorithm and decide that there are no faces 
in the photograph. 

2. Use the k-means clustering algorithm to cluster 
{Aij} into N states and to determine the initial 
state sequence {Si,j}, Si,j E ( l , N ) ,  correspond- 
ing to each observation A ~ J .  

a 

3. HMM training : 
(a) Using the observation sequence { A i , j }  

and the initial state sequence {Si,j} 
determine the HMM parameters (A) as 
m~ P[tAi,j}, {si,j} I A]. 

(b) the optimal state sequence {Stj} is next ob- 
tained using Viterbi algorithm [lti]. 

for iter = 1 to ITER (ITER predefined) 
(2) mAix P [{Ai,j}, {S$.} I A] to determine A. 
(ii) using A, determine the optimal state se- 

quence 
(iii) if {S:,"jer} and {S$"+'} are identical, 

namely the state sequence at two consecutive 
iterations do not change - STOP and output 
{S:,} as the optimal state sequence, else iter = 
iter + 1. 

C. Post-processing 
1. Binarize the optimal state sequence by set- 

ting the state corresponding to face to 1 and all 
the other states to 0. The state corresponding to 
face is to be processed and the rest are assumed 
to correspond to the background. 
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Fig. I. Output  results of the HOS-based f z e  finding scheme. 
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Fig. 2. R~su l t s  of the IIMM-bmed face finding scheme for the images ixi the test datrtbace. 
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2. Erode the binary image from top to bottom and 
left to right using the following 2 x 2 template 
m. Here, ”1” is the pixel under consideration 
which retains the value ”1” if all the pixels shown 
by ”0” in the 2 x 2 are also ”1”s. Else the state 

value is set to ”0”. Then, is used to erode 
the image from bottom to top and from right to 
left. Carry out the erosion for a predetermined 
number of iterations. 

3. Use 2 x 1 templates to erode the image obtained 
from step 1 for a predetermined number of iter- 
ations. The templates used from top to bottom 
and right to left are ED, !, % and the tem- 
plates used to traverse the image from bottom to 

top and from right to left are E l ,  1 %  , . 
V. Experimental Results 

We give a comparison of the performance of the pro- 
posed HOS-based and HMM-based face finding sys- 
tems versus the Euclidean-based face finder and the 
systems proposed in [3] and [7]. The training set con- 
sisted of 2004 ”face” patterns, 4065 ”face-like” pat- 
terns and 6364 additional ”non-face” patterns. I t  is 
important to note here that the size of our train- 
ing set is much smaller than the one in [3], where 
4150 face patterns, 6189 face-like patterns and about 
43,000 non-face patterns are used to train the neural 
net. The size of the canonical face pattern used in our 
scheme is only 13 x 13 pixels which is quite small as 
compared to the window size of 19 x 19 pixels used 
in [3] and 20 x 20 pixels in [7]. The test database re- 
ported in [7] was used for comparison of performance. 
This set is completely distinct from our training set. 
Due to space constraint, output results are given only 
for the HOS-based and the HMM-based face finding 
schemes. Nevertheless, for purpose of comparison, a 
quantitative breakdown of the performance of each of 
the above schemes is tabulated. Figs. 1 and 2 show the 
output results of the HOS-based and the HMM-based 
face finding systems, respectively. We observe that the 
proposed schemes are able to locate faces quite well in 
all the images in the test database. The systems work 
reliably, even for fairly complicated scenes. 

Table 1 gives a quantitative comparison of the var- 
ious schemes. For the scheme in [7], we have simply 
reproduced the reported results. From the table, we 
note that the Euclidean-based system tends to per- 
form rather poorly both in terms of missed faces and 
false alarms. The HOS-based scheme clearly outper- 
forms the Euclidean-based face finder, as expected. 
Further, we note that both the HOS-b&ed and the 
HMM-based systems have a better face finding rate 

than [7]. The false alarms are, however, slightly more 
and these are primarily non-face images. This may be 
attributed to the fact that our training set for non-face 
images was quite small. 

Table 1 : Performance comparison of Rowley, Euclidean 

I System I Missed I (7 O) Face finding I False matches 1 
HOS and HMM-based face finding systems. 1 1 ~7 1 . ‘ rate - 1 1’8 I 

Rowley 85.71 
Euc. 15 35 42.85 
HOS 1 35 97.14 10 

94.28 17 HMM 2 3 5  
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