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1. (9.2) If N IID observations {x[0], x[1], . . . , x[N − 1]} are made from the Laplacian PDF

f(x; σ) =
1√
2σ

exp

(
−
√

2|x|
σ

)

find a method of moments estimator for σ2.

2. (9.3) Assume that N IID samples from a bivariate Gaussian PDF are observed or
{x0,x1, . . . ,xN−1} where each x is a 2 × 1 random vector with PDF x ∼ N (0,C).
If

C =

[
1 ρ

ρ 1

]

find a moments estimators for ρ. Also, determine a cubic equation to be solved for the
MLE of ρ. Comments on the ease of implementation of the different estimators.

3. (9.4) If N IID observations {x[0], x[1], . . . , x[N − 1]} are made from the N (µ, σ2) PDF,
find a method of moments estimator for θ = [µ σ2]T .

4. (9.6) For a DC level in WGN or x[n] = A+ω[n] for n = 0, 1, . . . , N−1 where ω[n] is WGN

with variance σ2, the parameter A2 is to be estimated. It is proposed to use Â2 = (x̄2).
For this estimator, find the approximate mean and variance using a first-order Taylor
expansion approach.

5. (10.3) The data x[n] for n = 0, 1, . . . , N − 1 are observed, each sample having the
conditional PDF

f(x[n]|θ) =

{
exp[−(x[n] − θ)] x[n] > θ

0 x[n] < θ,

and conditioned on θ the observations are independent. The prior PDF is

f(θ) =

{
exp(−θ) θ > 0
0 θ < 0.

Find the MMSE estimator of θ.

6. (10.4) Repeat the previous problem with the conditional PDF

f(x[n]|θ) =

{ 1

θ
0 ≤ x[n] ≤ θ

0 otherwise

and the uniform PDF θ ∼ U [0, β]. What happens if β is very large so that there is little
prior knowledge?

—– END —–


