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Abstract

We consider the design of high-speed continuous-time delta-sigma modulators for analog-to-
digital conversion. Many of the nonidealities that affect performance in discrete-time modulators
do likewise in continuous-time modulators, yet there are three additional important considerations
unique to continuous-time modulators. The first, excess loop delay, is the time delay between the
quantizer clock and the output of the feedback, which affects stability and dynamic range; its ef-
fect can be reduced by employing return-to-zero-style DACs and feedback coefficient tuning. The
second, clock jitter, whitens the output spectrum in the quantization noise notch and lowers SNR;
a carefully-designed VCO will alleviate its effects for all but very wideband or high-resolution
modulators. The third, quantizer metastability, also whitens the output spectrum and lowers SNR;
it is essential to use a three half-latch quantizer over a simple master/slave design to provide extra
regeneration, and even then it is best not to clock faster than about 5% of maximum transistor
switching speed. A design procedure is given for band pass modulators whose intended appli-
cation is conversion of analog signals at one quarter of the sampling frequency, and a fabricated
4GHz modulator for 1GHz signal conversion is simulated, tested, and redesigned to improve its
performance from 6 bits to 10 bits. Finally, the appropriateness of high-speed continuous-time

delta-sigma modulation is considered for various applications.
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Chapter 1

Introduction

1.1 Motivation

The late 1990s will perhaps be remembered as the start of the “system on a chip”-style of design
and manufacturing: those engaged in building products for certain markets, cellular radio being a
major one, are keen to cut costs and therefore gain a competitive edge by integrating all system
functions onto a single substrate with as few external components as possible. This task is made
much easier if analog signals, which is how any real-world quantity must inevitably be represented,
are converted to digital form for on-chip processing. This helps in two main ways: digital signals
are less susceptible to corruption by circuit noise and process variations, and more digital signal
processing circuitry can be integrated into the same die area than analog circuitry. Thus, it is
clear that analog-to-digital converter (ADC) circuits play an important role in modern integrated
systems.

The three main performance measures of an ADC are its resolution (usually number of bits), its
speed (how many conversions it does per second), and its power consumption, where customarily
it is desired that the first two of these be maximized and the third minimized. There are many
different styles of circuit that perform ADC; one particular style that has received a good deal of
attention in the last fifteen years is the delta-sigma modulator (DSK ) [Nor97]. These

circuits have found their niche in applications requiring very high resolution at low speeds (e.g., 20

1



2 Chapter 1: Introduction

bits at 500Hz [Tho94]) and audio converters (16 or more bits at 44kHz [Kwa96]), and they often
work with very modest power budgets (2.3mW for an audio coder [vdZ97]). It is fair to say that
for high resolution and/or low power at fairly low speeds (up to a few hundred kHz), delta-sigma
modulation is the best ADC architecture choice.

The vast majority ofAYXMs have been built with discrete-time (DT) circuitry, very often
switched-capacitor circuits. If circuit waveforms are to be allowed adequate settling time, the
speed at which DT circuits are clocked must be restricted. These restrictions can be relaxed by
employing continuous-time (CT) circuitry in place of DT circuitry. We noted last paragraph that
DT AXMs already enjoy resolution and power advantages over other styles of ADC; perhaps CT
AY.Ms could retain these advantages while operating at higher speeds? This question has been
given increasing attention in the last few years as the need for high-resolution ADC at ever-higher
speeds grows.

It is this same question that we address in this thesis. We shall see that the practice of building
CT AXMs for high-speed conversion has proved more difficult than anticipated—they operate
correctly, but they achieve lower resolution than their lower-speed counterparts. We study the
reasons for this in the present work. Past work has identified some of the problems in specific
architectures, but here we generalize these results to many architectures, explore the effect of some
previously unidentified nonidealities, and explain as much as possible about what can be done to
overcome their effects. Where feasible, we give simple formulas for prediction of performance
limits. This thesis contains a moderate amount of emphasis on theory, but every effort is made to

tie the theory to practice. This is made easier because we have an actual high-speed part to test.

1.2 Contributions

The introductory chapters of this thesis present summaries of the published literature in the fol-

lowing subjects:

e AYM performance measurement;

e aAYXM nonideality literature survey;
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e a CTAXM literature survey.

The first and third of these are not summarized elsewhere to the author’s knowledge and so are use-
ful overviews, while the second is discussed in [Nor97, Chap. 11] for DT modulators but extended

here for CT modulators. Thereafter follows the original material listed here.

1. The phenomenon of “excess loop delay’/AXMs has been identified as an important non-
ideality in past work, though the study has been scattered among several papers. Here, we
collect all the information into one place, use an improved mathematical technique, and

apply it to previously-unstudied circuit architectures.

2. The effect of clocking a CTAXM with an on-chip VCO having a certain phase noise speci-

fication is quantified for the first time.
3. A new method of system identification is proposed and illustrated foAEMs.

4. Quantizer metastability is identified as a mechanism of performance loss ABAS and
its effect characterized.

5. The tradeoffs and parameter selection criteria in the desigt/dffourth-order band pass

modulators are outlined and an explicit design procedure formulated.

6. Simulation and measurement results are presented on a fabricated fourth-order band pass
modulator with a 4GHz clock. As well, design improvements which appear to better the

performance significantly are suggested.

There are also many illustrative examples throughout the following chapters that clarify the con-

cepts presented.

1.3 Organization

Chapter 2 introduces the concept of delta-sigma modulation, lists some of the fundamental mod-
ulator design choices, explains how modulator performance is measured, and briefly discusses

time-domain simulation oAYXMs.
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Chapter 3 summarizes some issues surrounding the implementatide¥dls. We survey the
literature that characterizes the effect of certain nonidealities il\DMs and explain how these
apply to CTAYMs, then we list and briefly describe the important papers inXCIM. Finally, a
summary of the performance achieved in published high-speed XNIs is given.

Chapter 4 is about excess loop delay in CYXMs, which is delay between the clock edge and

the effect of the output bit as seen at the feedback. We first expound on the equivalence between
ideal DT and CT modulators, then explain what loop delay does to this equivalence, illustrating
the performance lost in different modulator orders and architectures. As well, we look at methods

for overcoming this performance loss.

Chapter 5 characterizes the effect of quantizer clock jitter on ideal &M performance and
looks at the effect of clocking a CAX.M with a practical integrated VCO with a given phase noise
characteristic.

Chapter 6 analyzes quantizer metastability and its effect on high-speed £Ws and proposes

what can be done to alleviate the performance loss it causes.

Chapter 7 presents design guidelines, analysis, simulation results, and test results for a fourth-
order 4GHz band pasa&XM fabricated with SiGe HBTs for conversion of narrowband 1GHz
analog signals to digital. We also redesign key portions of the modulator and estimate the perfor-

mance improvement that would result.

Chapter 8 concludes the thesis with a discussion of the appropriateness oM for appli-

cations requiring high-speed ADC and makes recommendations for future work.



Chapter 2

AY.M Concepts

In this chapter we explain what a delta-sigma modulator is and how it can be used for analog-to-
digital conversion along with some of the basic design choicesXM design. We move on to
how the performance of AXM is measured. Finally, we discuss some aspects of the time-domain

simulation ofAXMs, distinguishing discrete-time modulator simulation from continuous-time.

2.1 A Brief Introductionto AYXM

An overview of theAYM concepts relevant for this work will be presented here. If it seems too
cursory, the reader may turn to any of a number of excellent summary articles [Hau91, Can92b,

Azi96, Can97] for a more detailed treatment.

2.1.1 Operating Principles

A AXM ADC has three important components, depicted in Figure 2.1:
1. Aloop filter or loop transfer function (z)
2. A clocked quantizer

3. Afeedback digital-to-analog converter (DAC)

5
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u Hz ———=

e
i

DAC =——

Figure 2.1: Basic components of\e®M for ADC.

The quantizer is a strongly-nonlinear circuit in an otherwise linear system, which makes the behav-
ior of A¥XMs very complicated to investigate analytically [Gra90]. The basic ideaX¥imodula-

tion is that the analog input signal is modulated into a digital word sequence with a spectrum that
approximates that of the analog input well in a narrow frequency range and has the quantization
noise “shaped” away from this range. An intuitive qualitative understanding of how this happens

can be had biinearizingthe circuit as shown in Figure 2.2. The quantizer is replaced by an adder

u H(2) X JELZ\ y

DAC =——

Figure 2.2: Linearizing the quantizer inexM.

and we pretend that the quantization noise is “generated” by andrphich is independent of the

circuit inputu. The outputy may now be written in terms of the two inputsande as

_ H(z) 1
= STHz)-U(z) + NTF(z) - E(z) (2.2)

where STFz) and NTKz) are the so-calledignal transfer functiorandnoise transfer function

From (2.1) we see that the polesif z) become the zeros of NTE), and that for any frequency
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Figure 2.3: STEz) and NTKz) for circuit of Example 2.1.

whereH (z) > 1,

In other words, the output resembles the input most closely at frequencies where the Hain of

is large.

Example 2.1 Consider the system of Figure 2.1 with a simple integrator) =
1/(z — 1) as the loop filter and a one-bit quantizer which produces output bits with

valuest1. From (2.1) we can calculate
STHz) = 2z7', NTF(z) =1 — 27" (2.3)

These are depicted graphically in Figure 2.3 with exp(j27 fT;). We haveH (z) —
oo at dc (i.e., atf = 0), which means input signals near dc should be reproduced
faithfully in the output bit stream. In factSTHz)| = 1 everywhere, so we at least
expect themagnitudeof an input at any frequency to be reproduced at the output. As
well, NTF(z) — 0 at dc, and it increases away from dc; hence, the quantization noise
is “shaped away from dc”.

If we implement the system mathematically, simulate it in Matlab, and look at the

power spectrum of the output bit stream, we obtain the plot shown in Figure 2.4. In
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Figure 2.4: Simulated output bit stream power spectrum.

this example, the input tone had an amplitude of 0.434V and a frequeri8y>adb x
1073) f,. Relative to the output levels af1, we expect, and observe, an output signal
power of201og,,(0.434/1/2) = —10.2dB. The quantization noise spectrum follows
NTF(z) qualitatively at least, going to zero at dc and increasing away from dc, but it
clearly contains tones spaced at an interval related to the input frequency. The usual
assumption when linearizing the quantizer as in (2.1) is that the quantization noise
spectrum is white, as well as uncorrelated with the input; while the former is often true,
the latter is never exactly true though the correlation is often so complex as to be all
butimpossible to determine. The linearization is thus not really valid, but it often gives
correct qualitative predictions of modulator performance. However, we usually require
guantitativeaccuracy, and thus for the most part we eschew linearization throughout
this thesis. O

Note what is implied in this example: the quantization noise is reduced only in a small band-

width, that is, a bandwidth much smaller than the sampling frequgéndf/we wish to obtain high
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converter resolution, then the signal must be bandlimited to a value much smallef, thahis
means that for a signal with Nyquist rafg, we requirefy < fs, which is the same as saying
we must sample muctasterthan the Nyquist rateAYMs, therefore, are so-callexversampled

converterswith anoversampling ratiaefined as
OSR= f,/fn- (2.4)

How is the high-speed low-resolution quantizer output converted to multibit output samples at
the Nyquist rate? A complete block diagram ofA&M ADC is shown in Figure 2.5; it includes

fs

i
% u H(z) X j»_ y —= Decimator —= J—\—LL

DAC |=—— /m/ {

fu/2 f/8 N

Figure 2.5: Complet&AXM ADC block diagram including decimator.

a modulator followed by a circuit called @ecimator The decimator’s purpose is twofold: it
decimatesi.e., reduces in frequency, the high-rate bit streamd removes everything outside the
desired band with a filter. Typical time domain and frequency domain waveforms at the modulator
and decimator outputs are shown in the figure.

We do not go into detail regarding the design of the decimator, instead preferring to concentrate
on designing aAYXM to obtain an output bit stream with desirable properties. Decimator design
is reasonably well-understood and is covered in [Can92a]. As is customarily done in work about
AYM, we shall assume that the modulator output is filtered by a brick-wall filter with a gain of 1
in the signal band and O elsewhere.

2.1.2 Design Choices

There is a myriad of design choices thEEMs. Very briefly, the major ones are listed and described

here.
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Order of H(z) and oversampling ratio

Example 2.1 featured a single integrator, a first-order transfer functiod/ fey. In general, the
order of H(z) (which must be strictly proper to ensure causality) is the maximum poweiirof
the denominator. It is possible to use a second-, third-, or even higherfidé¢ras a loop filter;
generally, a converter of orde is built as a cascade of integrators usually surrounded with
feedforward and feedback coefficients [Cha90] as depicted in Figure 2.6.

B, B, Bm

() z-1 2 z-1 2 z1 | @) ;F y(n

=
=
=

DAC

Figure 2.6: Generahth-order low pasa\¥XM structure.

In a given application, the signal bandwidfly is usually fixed. Sampling faster than the
Nyquist rate isalwaysbeneficial for improving the signal-to-noise ratio (SNR) in an ADC because
the quantization noise inside the signal band is reduced by 3dB per octave of oversampling; in an
orderm AXY.M, this improvement can be shown to be: + 3dB/oct [Can92b] because the noise
is shaped by the loop filter. Thus, a high-order modulator is desirable because of the huge increase
in converter dynamic range (DR) obtained from each doubling of the OSR.

Not surprisingly, using a high-order modulator has drawbacks. First, the stability of the overall
system withH (z) above order two becomes conditional: input signals whose amplitudes are below
but close to full scale (to be defined later) can cause overload at the output of the integrators closer
to the quantizer, which degrades DR [Sch93]. As well, the placement of the poles and zeros of
H(z) becomes a complicated problem, though many solutions have been proposed in the literature
(e.g., [Ris94] among others). Furthermore, the technology in which the circuit is implemented and
the circuit architecture itself will limit the maximum-achievable sampling rate and hence, from

(2.4), the OSR. Finally, the design of the decimator increases in complexity and area for larger
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oversampling ratios. Typical values of OSR lie in the range 32-256, though circuits with OSRs

outside this range have been fabricated [Bai96, Nys96].

Quantizer resolution

It is possible to replace the single-bit quantizer of Example 2.1 with a multibit quantizer, e.g., a
flash converter [Ada86]. This has two major benefits: it improves overal\ resolution and it

tends to make higher-order modulators more stable. Furthermore, nonidealities in the quantizer
(e.g., slightly misplaced levels or hysteresis) don’t degrade performance much because the quan-
tizer is preceded by several high-gain integrators, hence the input-referred error is small [Hau86].
Its two major drawbacks are the increase in complexity of a multibit vs. a one-bit quantizer, and
that the feedback DAC nonidealities are directly input-referred so that a slight error in one DAC
level corrupts converter performance greatly. There exist methods to compensate for multibit DAC
level errors (e.g., [Gal96], [Lar88]). These aren’t needed in a single-bit design because one-bit

guantizers are inherently linear [Sch93].

Low pass vs. band pass

Integrators have poles at dc, and hence buildif{g) from integrators will shape noise away from
dc. AXMs where the quantization noise has a high pass shape are built with low pass loop filters
and hence are denotéalv pass(LP) converters. If we were to builéf (z) out of resonatorsthe
noise would tend to be shaped away from the resonant frequency. The quantization noise then has
a band stop shape because the loop filter is band pass, and the reStilNsyare calledand pass
(BP) converters [Sch91]. A common type of band pass converter is built starting with a low pass
H(z) and performing the substitution! — —z~2; this produces a converter with noise shaped
away from f,/4 with identical stability properties performance as the low pass prototype, though
the order is doubled [Sho96].

A typical application of such a converter is the conversion of an RF or IF signal to digital for
processing and heterodyning in the digital domain, as depicted in Figure 2.7. The spectrum at the

output of the converter is shown in the figure—the quantization noise is large everywhere except
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Figure 2.7: Typical radio receiver application for a band paSsv.

in a narrow band near 1GHz. Mixing to baseband digitally for | and Q channel recovery becomes
particularly easy when the sampling frequency is chosen to be four times the input signal frequency
because sine and cosine are sequences involvingtdrayd 0, so simple digital logic can replace a
complicated multiplier circuit. In general, the ability of\&>M to perform narrowband conversion
at a frequency other than dc makes them particularly attractive for radio applications; furthermore,
CT AXMs can be made fast enough to allow conversion of signals into the hundreds of MHz and
beyond.

OSR for BP converters is defined as half the sampling frequency divided by the bandwidth of
interest [Nor97, Chap. 9]; thus, afy/4 converter with a signal occupying the frequency range
(fs/4— fs/32, fs/4 + fs/32) has a bandwidth of, /16, and hence OSR: 8.

Discrete- vs. continuous-time

We have been writing the loop transfer functiéf(z) in the discrete-time (DT) domain. The

majority of AXMs in the literature are implemented as discrete-time circuits such as switched-

1This is not the only possible architecture: we might digitize directly at the RF rather than at the IF, although the
noise figure of theAXM might be too high to achieve the desired system dynamic range. We might also mix more
than once prior to the modulator.
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capacitor (SC) [Bai96] or switched-current (SI) [Ned95] circuits. It is possible to build the loop
filter as acontinuous-timgCT) circuit & (s), for example with transconductors and integrators
[Jen95]. It is this kind of circuit in which we are interested in this thesis for it will usually be
possible to clock a CIAYXM at a much higher rate than an SC or Sl design in the same technology.

Single stage vs. multi-stage

Many modulators employ a single quantizer with multiple feedback loops leading to various points
inside the forward modulator path, and these are catiattiioop AXMs. It is possible to build
stable high-order modulators out of two or more low-order modulators where later modulators’
inputs are thequantization noisérom previous stages. Such¥Ms are calledmultistage they

were originally dubbed “MASH?” structures, where MASH is an acronym deriving somehow from
Multistage Noise-Shaping [Hay86]. In Figure 2.8, a first-order modulator’s quantization noise is

E

1 W\\ "1
o

l_z'l ‘/@

1
A

™M

2/

Figure 2.8: A multistage\YX. M.

shaped by another first-order modulator:

Vi = U+(1-2"YE

Yo = —Ei+(1—2"")Es.
WhenY; is differentiated and added 1q, we find

Y = Vi+(1-2""Y,
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= U+(1—2zYE -1 —-2"YE + (1 - 2")°E,
= U+ (-2 12FE,. (2.5)

Thus, the first-order noise is canceled in the output and the modulator achieves second-order quan-
tization noise shaping. In principle, this can be extendeditio order noise shaping while pre-
serving unconditional stability since each first-orderM is unconditionally stable. In practice,
mismatches between components in the stages result in imperfect noise cancellation [Mat87].

To the author’s knowledge, all published MASKEMs to date have been DT. It is possible to
do CT MASH, but the only place it is discussed is [Nor97, Chap. 6]. As such, we will consider
only single-stage modulators in this thesis.

2.2 Performance Measures

We have mentioned certain A/D converter performance measures such as dynamic range and
signal-to-noise ratio, but we have yet to explain how to determine them forM. This sec-
tion does just that by combining information from a literature survey about the subject with the

author’s practical experience.

2.2.1 Power Spectrum Estimation

A AXYM is a noise-shaping converterthe quantization noise is shaped away from the desired
frequency band. We are thus interested in the frequency domain representation of the time domain
output bits. More specifically, we care about the power spectrum of the output bits. The most
common tool for finding power spectra is the discrete Fourier transform or DFT.

Suppose we havé/ uniformly-sampled data pointg(n) = §(t)|=nr,, n = 0...N — 1,
y(n) € R. We will be using the so-callegeriodogranto estimate the power spectrumsgfn).
The DFT (which can be #ast Fourier transformor FFT whenN is a power of two, which it
frequently is) ofy(n) is given by

N-1
Y(n) =Y y(k)e>™ /N n=0...N-1 (2.6)

k=0
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and the periodogram is defined as [Pre92]
1 2
P(0) = +IV(0)]
1
P(n) = WHY(H)P +Y(N=n)]?],n=1...(§ -1) (2.7)
1 2
P(N/2) = Y (N/2)F.

This power spectrum is defined &2 + 1 uniformly-spaced frequency points between 0 and the
Nyquist ratef, /2. Thus, each frequendyin is of width f;/N. An example plot of 0 log,, P from
(2.7) was shown in Figure 2.4 in Example 2.1. Evidenflys rms power: our input had magnitude
—7.2dB and its power in the spectrum-sl0.2dB. In this thesis, when we refer to the “spectrum”,
we mean the power spectrum as found from the periodogram.

A periodogram is a discrete representation of the spectrum of a discrete (sampled) signal, but
in the real world power spectra are continuous functions of continuous signals. The discretization
gives rise to two problems in periodograms, the first of which is usually despeciral leakage
or simply leakage and the second of which relates to uncertainty. We discuss both and how to

alleviate them below.

Leakage and windowing

If there exists a tone in the input signal at a frequency that does not fall exactly in the center of a
frequency bin, then leakage will result: instead of a sharp “spike” in one sepctrum bin, the tone
will become spread over several adjacent bins. This can be understood by realizing that we can
only take the FFT of a finite stretch of data (i.e., at a finite number of points); this is akin to taking
the FFT of an infinite stretch of data multiplied by a rectangular window that is 1 for the duration
of the finite stretch and 0 elsewhere. In the frequency domain, this corresponds to convolving an
infinite power spectrum with the Fourier transform of a rectangle, nartslyy) /2. The amount
of leakage is determined by the spectrum of this function.

The severity of leakage may be reducediagdowingthe data, which means multiplying it by
awindowing functiorbefore taking its FFT. This has the effect of convolving the spectrum with a

function other tharfsin z) /z. [Har78] lists many examples of windows; in the time domain, they
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Figure 2.9: Effect of windowing: (a) unwindowed output spectrum, (b) windowed output spectrum.

generally peak at 1 near the center of the data and fall to O in various ways near the edges. We
prefer to use adann window(often incorrectly called alanning window, also called aaised

cosinewindow because of the formula that describes it:
1 2
w(n)zi[1—605(%)],71:0,...,N—1. (2.8)

Example 2.2 Inthe simulation ofAYXMs, itis easy (and recommended) to choose
an input sinusoid with a frequency exactly in the center of a bin by making its fre-
quency a multiple of;/N. Thus, leakage from the input tone is not usually problem-
atic. Moreover, discrete tones arising from output limit cycles also usually fall exactly
in the center of frequency bins. One case where they don’t occurs when simulating
a low passAYM and the mean ofi(n) is nonzero. This creates a dc component in
P(n) and also “misaligns” the output limit cycles such that there is leakage into all
the low-frequency bins. We shall see that this turns out to give an unfairly-pessimistic
SNR estimate.

Windowing greatly alleviates the problem. Figure 2.9(a) illustrates what happens
when N = 4096 output bits from a second-order modulator have an average value
of 2/N = —66.2dB: the spectrum near dc flattens out-t63.2dB. Taking that same
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output bit stream and first multiplying it by a Hann window before taking the FFT
yields Figure 2.9(b): now, the noise-shaping behavior is clearly evident down to dc.
The author prefers a Hann window because the input tone only becomes smeared
over its immediately adjacent bin on each side; compare this to Blackman or Welch
windows, commonly used by other authors, which smear the tone over several adjacent

bins. This is of concern for calculating SNR as we shall see in Example 2.4. O

Uncertainty and averaging

The second reason why periodograms are inaccurate is as follows: the periodogram at a single
frequencyP(n) is an estimate of a continuous functié’r(lf) over afrequency rangg& /N centered

at f,. It turns out the estimat®(n) has a standard deviation #60% of the “actual” value.
However, by takingK successive sets a¥ output bits, finding the periodogram of each, and
averagingthem, the standard deviation in each frequency bin is reducedibyPre92).

Example 2.3 Figure 2.10 is a striking illustration of the effect of averaging on the
output power spectrum of a second-ordetM. The upper-left graph shows the FFT
of N = 4096 output bits; the upper-right graph depicts the averagk ef 4 succes-
sive sets ofV output bits. The following graphs are féf = {16, 256, 1024, 16384};
the graphs become smoother and smoother as the variance in each frequency bin is
reduced. Moreover, the detail of the tones ngée is enhanced.

To generate the graph féf = 16384 we must calculatéV x K ~ 67 x 10° output
bits, and that takes about 12 minutes with a C program on an unloaded 170MHz Sparc
Ultra. We do not usually need that largésa it was provided merely as an illustration.

256 would certainly suffice for most purposes. O

2.2.2 Signal to Noise Ratio (SNR)

One of the most important performance measures AbM is its signal-to-noise ratio (SNR).

From this we may calculate other important performance measures such as its dynamic range
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Figure 2.10: Effect of averaging on spectrum variance.
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Figure 2.11: Unwindowed averaged periodogram near dc.

(DR) and peak SNR (SNRy).

To find the SNR in a Nyquist-rate converter, we would divide the signal amplitude by the
integrated noise from 0 t@y /2 [Kes90a], which is the same frequency @$2. A AXM is an
oversampled converter, however, so we do the same calculation over the bandwidth from O to
fn/2, which is nowf,;/(2 - OSR. As noted earlier, this assumption is the same as having the
modulator followed by a brick-wall low pass filter which cuts off sharplyat2. That being said,

we are about to see that there remain a number of subtleties in this calculation.

Example 2.4 Consider a 4096-point simulation of a second-order modulator.
With K = 256 averaged periodograms, the spectrum near dc appears as in Figure 2.11.
The input tone is-13dB and it occurs in bin = 45, which is0.01099 f,. Let us try to
calculate the SNR for OSR: 32.

We must integrate the noise between 0 g4, which is shown by the dashed
line in Figure 2.11. This corresponds to bin numbers 0 throligis /64 = 64. Pre-
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sumably, the noise power we're interested in can be found from

P, = iP(z’) — P(b). (2.9)

However, do we include bin 64 in the calculation, or exclude it? In other words, should
we find the noise fof < f < f,/64,0r0 < f < f,/64? Moreover, what should we

do about the bin containing the signal? Do we subtract it as in (2.9) and leave it at that,
or perhaps add the geometric mean of the power in the surrounding bii$danake

up for the missing bin?

Table 2.1 addresses some of these considerations, as well as the effe¢thef

Table 2.1: Comparison of SNR calculation methods. Including the bfia/42 - OSR) lowers SNR by 0.3dB, while

trying to account for the tone bin lowers it further by 0.1dB.

64
> P@i) - P)
=0

63 64
K | Y_P@i)—P) | Y P(i)— P(b) —
i=0 i=0 +/POb—-1)P(b+1)

50.86, o = 1.01 | 50.53, o = 0.85 50.46, o = 0.86

4 || 49.81, ¢ = 0.62 | 49.49, o = 0.62 49.40, o = 0.60

16 || 50.03, o = 0.32 | 49.64, o = 0.28 49.56, o = 0.28
64 || 49.87, ¢ = 0.22 | 49.55, o = 0.19 49.47, ¢ = 0.19
256 || 49.93, ¢ = 0.22 | 49.60, ¢ = 0.22 49.52, ¢ = 0.22

number of averaged periodograms) on the calculated SNR. For ten different runs at
eachK value, the SNR was calculated by dividijb) by the quantity listed at the

top of each table column and taking log,, of the result. The table lists the average
and standard deviatianof the ten SNR values, all in dB. First, we note that including
bin 64 lowers SNR by 0.3dB or so, while adding the geometric mean of the bins around
the tone makes another 0.1dB of difference. Second, we note th&iigher for small
K—that is, the variance in calculated SNR between different runs is greater when we
do less averaging. Third, calculated SNR drops by a full dB betw€es 1 and

K = 256.
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Figure 2.12: Hann-windowed averaged periodogram near dc.

Adding to this is the confusion about what happens when we window the peri-
odograms. Figure 2.12 is another run with = 256, but now a Hann window is
applied to the data before finding its spectrum; the dotted line is the data from Fig-
ure 2.11 reproduced for reference. In Figure 2.11, the tone was only in one bin, and
its power wasP(b) = —15.99dB. Now, we find the tone spreads over three bins, and
P(b—1)+ P(b) + P(b+ 1) = —20.25dB. The unwindowed SNR for bins 0 to 64
excluding binb was 49.66dB; the Hann-windowed SNR for bins 0 to 64 excluding
binsb — 1tob + 1is 50.57dB.

The difference of-4.26dB in tone power can be explained as follows. The peri-
odogram of (2.7) is normalized such that the signal power in time and frequency are
equal (i.e., Parseval's theorem holds). Since the output sequence is compéasied of
the power in time is 1; we can easily verify tHaf"/. ™ P(i) = 1 in Matlab. A Hann
window turns out to scale the total power @@75, and10 log,,(0.375) = —4.2597—

exactly the difference seen in the tone power. The total baseband noise seems to have
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Welch-windowed output spectrum, K=256
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Figure 2.13: Welch-windowed averaged periodogram near dc.

been reduced b§0.57 — 49.66 + 4.26 = 5.15dB. It is not so easy to explain nu-
merically where the extra.15 — 4.26 = 0.91dB of noise reduction by windowing
comes from, though qualitatively we expect the reduction because windowing reduces
leakage problems.

Finally, as alluded to in Example 2.2, a Hann window is vastly preferable for SNR
calculations over many other windows. Figure 2.13 shows what a Welch window does
to the baseband spectrum with the unwindowed spectrum plotted for reference. The
tone has been smeared over so many bins that it becomes impossible to know where
the noise begins. We only have 64 bins in which to find the noise, and too many of
them get corrupted by smearing for a meaningful SNR calculation. O

The preceding example illustrates that SNR can vary by about 1dB depending on how the
calculation is done. This suggests that specifying SNR to more than one decimal place is pointless,
and even the first decimal place might not be very meaningful. Unfortunately, the example does

little to clear up confusion about the “right” way to calculate SNR; papers in the literature rarely
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seem to be specific. We arbitrarily adopt the definition in the first column of Table 2.1, where we
neglect the tone bin(s) and the final FFT bin.

Some authors refer to signal-to-quantization-noise ratio (SQNR), where only quantization noise
power is counted as noise, as distinct from signal-to-noise-and-distortion ratio (SNDR or SINAD),
where both quantization noise povardthe power in any output harmonics of the input signal are
counted. We use SNR to mean SNDR—our SNR calculations will include any power in harmonics
of the input signal caused by distortion. We shall examine some of the things that can create input

signal harmonics in the output spectrum presently.

2.2.3 Other Performance Measures
Dynamic range

The dynamic range range of2>M, often specified in decibels, is equivalent to the resolution of
the modulator as an ADC. We can convert from resolution in dB to resolution in bits by relating a
AY.M to a Nyquist-rate converter using [Ben48]

DR(bits)= (DR(dB) — 1.76)/6.02. (2.10)

To actually find the DR for a given modulator, SNR is plotted against input amplitude. The input
amplitude range which gives SNR 0 is precisely the DR.

Example 2.5 For a second order low pags:M, Figure 2.14(a) shows the SNR
as a function of input amplitude for two different OSRs, 32 and 64. We call this kind
of graph adynamic range plot The slope of each curve is 1dB/dB except for large
input amplitudes where the SNR stays constant or decreases with input amplitude. For
small inputs, the SNR is limited by the in-band noise, while at large inputs, the SNR
starts to become affected by input signal harmonics. Figures 2.15(a) and (b) show
the baseband output spectrum for inputs-@idB and —2dB, respectively. Signal
harmonics are clearly present for the larger input.

Extrapolating to SNR= 0 for small inputs indicates the DR for OSR 32 is 62dB,
or about 10 bits from (2.10), and for OSR64 the DR is 77dB (about 12.5 bits). We
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Figure 2.14: Performance of ideal double integrationM.

said earlier that at a fixed input amplitude SNR improvesrast 3dB per octave of
oversampling, where: is the order of the modulator. Figure 2.14(b) demonstrates the
truth of this for a—4dB input tone. O

Full scale amplitude

In the previous example we referred to the input as being in dB, but what we did not make explicit
is that it is dB relative to full scafe How is “full scale” defined for a\XM? The answer is not
always obvious. In many cases, a full-scale input is one whose magnitude equals the maximum
magnitude of the quantizer feedback, assuming a quantizer whose output is centered at O (which it
almost always is). For an input larger than this, the feedback will not be able to keep the modulator

stable; we refer to this asverloading the modulator

Example 2.8 In the previous example, the quantizer was feeding balckWhen

the input was a tone with peak amplitude 0.1V, it transpired that the tone appeared in

2]t would probably be less confusing if the units of the input signal were explicitly specified as “dBrel” or something
similar to indicate that it is dB relative to some maximum. However, most of the literature refers to “dB”, so we do the

same here.
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Figure 2.15: Increase in baseband harmonics for inputs near full scale6dB)input, (b)—2dB input.

the output spectrum with magnitude23.01dB, which corresponds to a peak ampli-
tude of —20dB = 0.1V. We can deduce that 1V is the full-scale input level in that
example. An input larger than 1V will overload the modulator. Inputs close to 1V
cause graceful degradation of SNR due to increased spectral harmonic content, as we
saw in Figure 2.15. O

Example 2.7 Figure 2.16 shows a typical implementation of a second-order low

I’ I fs
O 1 c, O \\Cl \P
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Naliemnpuiennpal y
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Figure 2.16: InP second-order Q¥XM by Jensen et al.
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pass CTAYM for high-speed ADC. The input signal is fed through a transconductor
gm1, and at the transconductor output node, there is a feedback current of magnitude
ky,. The currentg,,;u can be no larger thah, without overloading the modulator;
therefore, the full-scale input signal magnitude:igg,,;. Typical component values
might bek, = 0.4mA andg,,; = 1mA/V, so a 0.4V input signal would appear at the
output as 0dB when the output bits airé. O

For certain more complicated modulator structures we will encounter later, the full-scale input

range will need to be found from simulation rather than calculation.

Maximum SNR and maximum stable amplitude

Maximum SNR, SNR.x (sometimes called “peak SNR”), is easily found from a DR plot as the
peak of the SNR vs. input amplitude curve. It turns out that the second-order lowApAds's

stable all the way up to an input amplitude of 0dB [Wan92]. It also turns out that higher-order
modulators usually become unstable before 0dB is reached; this instability usually manifests itself
in clipping of the final integrator output which causes the quantizer to produce a long consecutive
sequence of the same output bit. This means the signal encoding properties of the modulator
become poor [Ris94] and hence SNR is degraded. The maximum stable amplitude (MSA) is, then,
the largest input amplitude which keeps the final integrator output bounded “most of the time”. It,

too, can be found from a DR plot as the maximum input amplitude for which SNR

Spurious free dynamic range

Nyquist-rate ADCs sometimes specify a rating for spurious free dynamic range (SFDR) [Kes90b].
To measure SFDR, we apply a tone at the ADC input and look for the lesspasbetween 0 and

f~/2, where a spur is a tone visible above the noise floor. In theory, we must do this for all input
frequencies and phases to find the very worst-case spur. Then, SFDR is the largest magnitude
difference between the amplitudes of the input tone and the largest spur in dB, over all input tone

amplitudes.
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The importance of SFDR depends on the application. In some applications, a good SFDR is
more important than a good DR. In radio systems, for example, it might be important to keep
the amplitude of spurious tones low since nonlinearities might cause them to intermodulate and
corrupt the desired signal, while the total amount of in-band noise might not matter so much.
SFDR measurements aren’t often quoted for oversampling converters siyélids though they
sometimes are [Jen95]. Realistically, an SFDR measurement can only be performed on an actual
circuit rather than in simulation because it requires many different input amplitudes, frequencies,
and phases. We will usually neglect SFDR in our examination ofACIMs until we come to

Chapter 7 where we can explicitly measure it for a fabricated design.

2.3 Simulation Methods

To characterize the performance ofaM, we take the spectrum of its output bit stream. How

do we actually generate this output bit stream in a simulation? Because of the nonlinear quantizer,
determining the output bits analytically is very difficult. As a result, time-domain simulation of the
modulator is the usual method. In the simulation of just about any system, there exists a tradeoff
betweerrealismandsimulation time as we model the behavior of a system more accurately, the
length of time required to generate simulation results increases. Let us first consider our simulation
options for DT AYXMs, a subject which has received a considerable amount of attention in the
literature, followed by those for CARYX.Ms [Che98a].

2.3.1 Discrete-Time Modulator Simulation

An ideal DT AYXM can be described by a discrete-time system of equations. For the general
modulator in Figure 2.17 which includes input prefiltering [Ris94], we can write a linear equation

for the quantizer input in terms of the circuit input and quantizer output

X(2) =G(2)H(2)U(z) — H(2)Y (2). (2.11)
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Figure 2.17: A general DIN\XM including input prefiltering.

G(z) andH (z) are rational functions of, with G(z) proper andH (z) strictly proper. Itis a trivial
matter to take the inversg-transform of (2.11), which leaves an expressiondor), the quantizer

input now, in terms of past samples(af, x, y):

z(n) = i apxr(n — k) + i bpu(n — k) + i cry(n — k). (2.12)
k=1 k=1 k=1

{ax, bi, ¢ } are constants that can be found fréffr) andH (z). For eache(n) found from (2.12),

we findy(n) by assuming an ideal quantizer; in the case of a single-bit quantizer,
+1, x(n) >0
y(n) = { (2.13)

Applying (2.12) and (2.13) fon = 1,..., N in a high-level language such as Matlab [Han98] or
C gives a very rapid method for determining the output bit stream.

Rapidity is one thing, but realism is another. A practical circuit will likely not be represented
by its ideal equations. Eventually, we will have a transistor-level description of a circuit whose
behavior we would like to simulate, and we will most likely turn to a full-circuit simulator such as
SPICE or Eldo. While such a simulation is likely to be able to model most if not all of the pertinent
nonidealities which affect circuit performance, we will often be stuck waiting for hours or even
days while generating enough output bits for an FFT. A detailed discussion of these nonidealities
appears in Chapter 3.

Fortunately, there exists more than one “middle-ground” approach, where we achieve reason-

able accuracy while still maintaining acceptably-fast simulation speed. Several programs (Simulink
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under Matlab [Sim96], SPW [SPW92], and Ptolemy [Pto97] among them) allow a system to be
defined at the block diagram level graphically, with the function of each block controlled by the
user. This allows both rapid, user-friendly prototyping M systems along with the inclusion

of nonidealities (such as finite integrator output swing and quantizer hysteresis) by using the appro-
priate blocks in the simulation. In a similar manner, full-circuit simulation programs like SPICE
and Eldd often allow the specification of a circuit withacromodelswhere a block is modeled

as an ideal version of itself instead of as a transistor-level description. Better still, ideal blocks
can be replaced one at a time with transistor-level descriptions, which allows the user to see the
effect of nonidealities in each individual block on overall modulator performance while keeping
the simulation speed faster than for a complete transistor-level circuit.

Even better still, there exist special-purpose programs written specifically for the simulation of
DT AXMs. Both MIDAS [Wil92] and TOSCA [Lib93] are examples of programs which can sim-
ulate and extract key performance parameters from otherwiseAdells as well as DTAYMs
which include important nonidealities such as finite op amp gain, finite switch on-resistance, and
clock feedthrough. A program by Medeiro et al. [Med95] goes even further: the user specifies
modulator parameters such as required resolution, clock rate, and power consumption, and then
the program can design and automatically produce the circuit layout for a complete SC modulator
which meets the specifications.

Clearly, a first-time DTAYXM designer has plenty of options for generating an output bit se-
guence relatively quickly while still including the effects of relevant nonidealities.

2.3.2 Continuous-Time Modulator Simulation

The situation for CTAYXMs is perhaps not as good, most likely because there has been considerably
less attention devoted to the design of GEMs. Nonetheless, there are several choices. As with

DT AXMs, we may represent an ideal @QIXM with a frequency domain equation akin to (2.11),

X(s) = G(s)H(s)U(s) — H(s)Y (s), (2.14)

3Eldo is perhaps more suited to discrete-time block-level simulation than SPICE.
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where we use the continuous frequency variablather than the discrete one= exp(sT;) and

T, is the sampling frequency. Taking the inverse Laplace transform of (2.14) does not lead to as
easily-implementable an equation as that which resulted from the discrete case (2.12), so for time-
domain simulation, we must represent the system as a series of coupled first-order differential

eqguations and solve them using numerical integration.

Example 2.8 For the modulator in Figure 2.16, the equations describing circuit

behavior are
CI% = gmlﬁ(t) + kgg(t)

Collz = g8 (t) + ki1 g(t)
and the single-bit quantizer is described by (2.13). Implementing these equations in

(2.15)

a numerical integration program is perhaps slightly more tedious than solving the dif-

ference equations, but it is still not terribly difficult. O

It happens that because of the clocked quantizer inside the CT loop, an ideal CT modulator has a
DT equivalent. Thus, there exists a mapping between-th@main description of &>M and the
z-domain which can be exploited to increase simulation speed and give intuitive understanding of
modulator behavior. We leave a more detailed discussion of this until the time when we actually
make use of it in Chapter 4.

Once again, ideal CRA XM behavior is one thing and the behavior of a real circuit is another.
As with DT modulators, full-circuit simulation of CT modulators is painfully slow when each
block is described down to the transistor level. Also as in the DT case, macromodel simulation
is an attractive option for reducing simulation time while incorporating key nonidealities: a CT
AXY.M is first described with ideal blocks in a full-circuit simulator, then nonidealities can be added
gradually to observe the effect on performance. Often, graphical block diagram simulators (such
as those listed in the previous section) can also simulate CT systems, so this too is a choice for CT
AYMs.

As far as specialized CAY.M simulation tools go, the literature seems not to mention large-
scale efforts. Frequently [Bro90, Cha92, Ush94, Che98a] special-purpose programs in a high-level

language such as C are written in the course of studying modulator performance. Opal [Opa96]



Chapter 2AXM Concepts 31

has built a fairly general framework based on the CT/DT equivalence mentioned above, but to this
author’s knowledge, there is no equivalent of a program like TOSCA foACMs.

Rapid and realistic simulation of CAXMs is a central underlying theme of this thesis. We
will be making use of various simulation techniques as we delve into detail, and we will describe

them more as we need to make use of them.

2.4 Summary

Delta-sigma modulation is a technique which combines filtering and oversampling to perform
analog-to-digital conversion: the noise from a low resolution quantizer is shaped away from the
signal band prior to being removed by filtering. High-speed conversion can be accomplished by
using a continuous-time filter inside the delta-sigma loop, and we are interested in this for its
potential applicability to radio receiver and other high frequency circuits. Performanca biva

is determined by taking the spectrum of a sequence of output bits generated from time-domain
simulation of the modulator; it is characterized with some of the usual ADC performance measures
such as DR and SNR, while omitting others which have no meaningiMs such as DNL

and INL. How to actually perform the time-domain simulation is a matter of considerable import
in oversampled converters because they will usually require many more output samples than a

Nyquist rate ADC before performance can be measured.
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Chapter 3

AYM Implementation Issues

The theory of ideal delta-sigma modulators is quite well-understood [Nor97, Chap. 4-5]. The
purpose of this chapter is twofold: first, to summarize the papers from the published literature
which discuss the effects of commonly-encountered nonidealities on the performafgeévis,

and second, to list the important literature papers regardind\&M specifically, of which there

are considerably fewer than those that discussA¥IMs. We close this latter section with a

summary of the performance achieved in published high-speet XCNls.

3.1 Nonidealities InAYX.Ms

There are certain considerations that apply to the design of botaddICT modulators. First

of all, the problem of choosing the CT loop transfer functiféms) can be formulated in the DT
domain, wheref(z) is chosen using any one of the numerous suggestions in the literature and
then transformed to the appropriafé(s). We will see several examples of this in Chapter 4.
Additionally, there are certain nonidealities which adversely affect the performance ARIMSs

which have a similar effect in CA\XMs. In this section, we take it as given that how to select

a transfer function to achieve a given performance is understood; we survey the literature on the
performance effect of nonidealities in delta-sigma modulation and summarize the results that are

germane to the design of single-stage GELMs. A version of this summary for DINYXMs

33
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appears in [Nor97, Chap. 11]; we extend it here to includeXzIMs.

3.1.1 Op Amps

Not all modulators include op amps, though many do. If an op amp insisleM deviates from
ideal, performance is invariably worsened. We consider various types of commonly-encountered
op amp problems here.

Finite op amp gain

Probably the most widely-studied nonideal effect is that of finite op amp dc gain [Hau86, Bos88,
Cha90, Fee91, Can92b, Cha92]. An ideal integrator has a DT transfer fuAttion= 1/(z — 1);
it can be shown that an integrator built from an op amp with dc gairesults in a transfer function

1
z—p(1—1/A)
wherep is a constant. Finite op amp gain cautesky integration the NTF zeros are moved off

F(z) = (3.1)

the unit circle towards = 0, which reduces the amount of attenuation of the quantization in the
baseband and therefore worse SNR. The equivalent problem in a BP modulator occurs when the
resonators have finit@.

A good rule of thumb which applies to both DT and @QEMs is that the integrators should
haveA, ~ OSR, the oversampling ratio [Hau86, Bos88, Cha92, Can92b, Ber96]. If this holds, the
SNR will be only about 1dB worse than if the integrators had infinite dc gain [Bos88]. In [Jen95],
which is a CTAYXM using the circuit in Figure 2.16, it was shown that the parameter which limited
the baseband noise floor wasR;,C', whereA, and RR;,, are the gain and input impedance of the
op amp and’' is the integrating capacitor. That is, the baseband noise went from shaped to white
at a frequency given by = (2r Ay R;,,C)~", so once again, higH, is beneficial.

Finite bandwidth (nonzero settling time)

Usually, it is assumed that an op amp can be modeled as a single-pole system with time constant
7 [Hau86, Bos88, Cha90, Med94]. [Bos88] notes that for many sampled-data analog filters, the
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unity-gain bandwidth of an op amp must be at least an order of magnitude higher than the sampling
rate; [Gre86] says it should be five times higher.

This requirement is greatly relaxed in DYXMs. Both [Med94] and [Bai96] contend that
incomplete integrator settling is the same as a gain error, which results in increased baseband
guantization noise. However, [Hau86] finds that even with a settling error as large as 10%, as
long as it is dinear error, 14-bit performance can be achieved. The fabricated design in [Bos88]
exhibited negligible performance loss for< T, /2. It thus seems that can be on the order of
T, for acceptable performance. Chan [Cha92] found something similar for AXNW: op amp
bandwidths could be as low &s, the sampling frequency, and still give negligible performance

loss.

Finite slew rate

Generally, in DT circuits we are worried about slewing of imeut signal. A DT AXM, however,

is oversampled, which means the input signal is slow compared to the sampling rate; thus, what
concerns us is slewing ofiternal signals (most particularly op amp outputs). It might appear
that slew-rate limiting of these signals should not make any difference on top of that made by
imperfect settling—so long as the outputs are “close enough” to the correct values after a full
clock period, why does it matter whether they approach these values by slewing rather than linear
settling? In fact, itdoesmatter because op amp slewing is@nlinearsettling process [Cha90],

and this introduces input signal harmonics in the output spectrum which degrades SNDR [Med94].
In [Bos88], a large increase both in quantization noise and harmonic distortion was observed when
the slew rate dropped belowl A /Ty, whereA is the difference between adjacent quantizer output
levels. Note well, however, that this is @xtremelyrelaxed requirement compared with non-
oversampled circuits—slew rate is one of many parameters in whickis are quite tolerant of
imperfections.

We show by example that a similar thing happens inATMs.

Example 3.1 Typical integrator and quantizer output waveforms for an ideal CT

double integration modulator with a small dc input are depicted in Figure 3.1. The
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Figure 3.1: Typical integrator output and quantizer waveforms.

first integrator operates on the sum of two currents, a constant one determined by the
guantizer bit and a nearly-constant one from the input (which in general is slowly-
varying compared to the sampling clock). Hence, the integrator oatgtit appears

as a straight line. The outpit(¢) is the integral of the sum af, (¢) (a straight line)

and the output bit (a constant), so it has a parabolic shape.

A typical output spectrum for the ideal modulator appears as in Figure 3.2(a). For
the modulator parameters chosen, the maximum slew rate required frthéGHz
sampling clock is about 0.35V/ns. If we limit the slew rate to 0.25V/ns, the graph
in Figure 3.2(b) results. We see both a slight increase in baseband quantization noise
anda large increase in harmonic distortion. Clearly, avoiding slew-rate limiting in CT
AY.Ms is as important as in DT circuits, though doing so is not usually difficult]

Limited output swing

An mth-orderAYXM hasm states whose values at sampling instants completely determine mod-

ulator behavior. It is usually the case that the integrator output voltages are precisely the system
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Figure 3.2: Output spectra using op amps with (a) no slew-rate limiting, (b) slew-rate limiting.

states. Therefore, if the integrators are built with op amps whose output swing is not large enough
to produce the required state values, modulator behavior will be altered. Both [Hau86] and [Bos88]
illustrate that clipping the integrators results in severe baseband noise penalties. Fortunately, this
problem has been very well-studied, and it is not difficult to scale the parameterdiiivato

avoid clipping op amp outputs (e.g., [Cha90] among others). Circuit noise considerations yield a
practical lower limit on how small signal swings can be.

Gain nonlinearity

If the gain of the op amp depends in a nonlinear manner on the op amp input voltage, harmonic
distortion of large input signals appears in the output spectrum [Bos88, Med94, Dia94, Ber96]. It
is difficult to give general results for how much nonlinearity can be tolerated; op amp gain should
be made as independent of input signal level as possible, though the amount of independence
required depends on the desired modulator resolution. Gain nonlinearity in the op amp nearest the
input stage has the greatest effect because later-stage gain nonlinearities are divided by the (large)
gains of earlier stages when referred to the input [Bos88]; this fact is important in both DT and CT
AYMs.
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3.1.2 Mismatch and Tolerance

A traditional notion abou\YMs (as compared with Nyquist-rate ADCs) is that they often need
not have matching or tolerances better than the desired resolution of the converter. This is true for
mismatch among components in the forward loop (i.e., in the loop filter), but not true for DAC

level mismatch.

Component mismatch and tolerance

In SC AXMs, a mismatch between sampling and integrating capacitors in an SC integrator stage
results in a gain error [Reb89, Baz96] whose effects we can treat in a manner similar to [Bos88].
There exist layout techniques to keep integrated capacitors matched quite well [Reb89]; as well,
using large capacitors and/or clever circuit architectures can alleviate problems [Baz96]. To give
an idea of the required tolerances, in a particular 90dB SC converter, it was found 5% error in
individual coefficients of the loop filter led to performance losses of only 1-3dB [Cha90]. Sensi-
tivity to tolerance obviously depends on the exact circuit architecture, so it is difficult to generalize.
However, for a typical CTAYX.M, matching requirements are unlikely to be terribly stringent, just

as was found in [Cha90].

Multibit DAC level mismatch

AXY.Ms frequently employ a one-bit quantizer for two reasons: it is easy to build, and because
a feedback DAC with only two levels is inherently linear [Sch93]. If we choose to build our
modulator with a multibit quantizer, then we require a multibit DAC, and now any errors in the
spacing between DAC levels are directly input-referred. Thus, it would appear the resolution of
the overall modulator depends directly on the DAC matching.

Fortunately, there exist techniques calthamic element matchirmghere mismatched DAC
elements are “shuffled” so that different elements are used each time the same output code occurs.
A survey of this area alone is quite interesting, though for brevity and relevance reasons we omit
it. The most important papers which discuss DEM techniques are [Car87, Bai95, Kwa96, Jen98,

Shu98], and [Nor97, Chap. 8] contains a good summary of present knowledge in the area. This
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same chapter also goes into digital-post correction schemes which can also compensate for multibit
DAC errors. All DAC error correction schemes could in theory be applied just as well to CT

designs, something we discuss morg4rb.

3.1.3 Quantizers

Just as\Y¥.Ms are tolerant of mismatch, so too are they tolerant of common quantizer imperfections
[Hau90]. The quantizer is preceded by several high-gain stages, so dc offsets (or level spacing
errors in a multibit quantizer) are negligible once input-referred. Of course, the comparator must
be “fast enough” to resolve its input signal to the desired logic level; there is some discussion on
this point for DT designs in [Hau90], and for CT designs, not much has been said. We devote
considerable attention to this important point in Chapter 6 of this thesis.

It transpires that for one-bit quantizers, hysteresis is not terribly problematic. Boser [Bos88]
shows that hysteresis may be as sevel@ s (one tenth of the step size) with negligible perfor-
mance loss in his SC circuit, though Chan [Cha92] found a requiremértilak in his CT circuit.

We consider hysteresis in Chapter 6, and we discover thakENs are very tolerant of it.

3.1.4 Circuit Noise

In simulation, the in-band noise floor in&>M output spectrum is determined by quantization
noise only in an ideal modulator. Certain nonidealities like DAC level mismatch (discussed above)
and clock jitter (discussed below) can also contribute to in-band noise in a simulation. In manufac-
tured circuits, often it is the input-referred electronic circuit noise that limits performance [Bos88].

Once again, circuit noise depends on the circuit architecture. In a typical 5@, noise
comes from three main sources [Dia92a, Dia92b].

1. Switch resistance means the voltage sampled onto the input capacitor has undert&inty
[Gre86] wherek is Boltzmann’'s constanf]’ is absolute temperature, andis the capaci-
tance. Depending on resolution, this might require relatively large input capacitors—for par-

ticularly high-resolution converters, integrating such capacitors onto a chip might be prob-
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lematic [dS90]. Off-chip capacitors could be used, or using a CT integrator as the first stage

with DT integrators for later stages also works [dS90].

2. The thermal noise of the first op-amp must be kept small. It is inversely proportional to the
transconductanceg,, of the input MOS differential pair, which can be controlled by sizing

the input devices appropriately [Gre86].

3. MOS transistors also have so-called noise [Gre86], where low-frequency noise increases
as 10dB/dec with decreasing frequency. This can be overcome with so-catipper stabi-
lization [Gre86, dS90] where the/ f noise is cleverly modulated to the sampling frequency
and thus filtered out by the decimator. As well, it is unlikely thaf noise would affect a

band pass\YM, since then the baseband would be away from low frequencies.

We leave a discussion of thermal noise in typical €T Ms for Chapter 7 where we present test

results on an actual fabricated circuit.

3.1.5 Other Nonidealities

There are a few other nonidealities which have been studied in connectiom\Wil#is. Two

effects which matter in SC designs, but not in CT designs, are nonzero switch “on” resistance
and signal-dependent charge injection. The first of these limits the maximum modulator clock rate
because of th&(C time constant involving the switches and the sampling capacitor [Hau90], hence
small-resistance switches are often important. The second disturbs the voltage on the sampling
capacitors, though it can be circumvented with techniques such as differential circuitry [Bos88],

additional clock phases [Bos88, Baz96], and bottom-plate sampling [Baz96].

Designing the first stage

We have already alluded to this in the previous subsections, but we say it explicitly here: the first
stage is the most important to design well in terms of its thermal noise, linearity, matching, etc.

This is because nonidealities in later stages, when input-referred, are divided by the total gain
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preceding them. By design, each stage ik¥M has a high gain in the signal band, so stages two
and beyond have a reduced influence at the input, but the first stage does not. Thus AYMDT
considerable effort must be spend designing the first op amp [Yuk87] while requirements on later
op amps may be relaxed. Likewise, the first transconductor in &AEM is the most important

for overall thermal noise and linearity [Jen95, Mor98]. A mismatch in the input differential pair
transistors leads to an offset which results in a dc term in the output spectrum; special care must

be taken in converters where dc is not removed by the decimator.

Component nonlinearity

Earlier we mentioned nonlinearity in the first stage op amp gain characteristic adds harmonic dis-
tortion. The same thing happens if components near the input are nonlinear. For example, [Hau86]
shows how a voltage-sensitive first integrating capacitor degrades performance in a typical SC
AXY.M. In [Jen95], the input transconductor in their @QIxM uses a differential pair degenerated

with an emitter resistor to set,; it is observed that the linearity of this resistor which is the key to

the linearity of the whole circuit. If the first integrating capacitor is slightly nonlinear, harmonics
of the input signal appear in the output spectrum—the resulting spectrum looks similar to the one
in Figure 3.2(b). Usually, component linearity requirements are more stringent than component

tolerance requirements.

Clock jitter

How important is timing jitter in the quantizer clock i’®>M? Compared to a Nyquist-rate con-
verter, Harris [Har90] found\XMs had a tolerance to white jitter improved by the oversampling
ratio for the same jitter variance. Boser [Bos88] found the same thing, but he also noted that be-
cause jitter noise falls as/OSR while quantization noise falls agOSR™ "', modulators with

high OSRs are more likely to be performance-limited by jitter. Van der Zwan [vdZ96] presents an
argument that CIAXMs are more sensitive to jitter than DIXMs; we will take this issue up in

Chapter 5 when we consider in detail the problem of clock jitter inACTMs.
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3.2 Important CT AXM Papers: A Survey

No study of CTAYM would be complete without a review of the significant papers in the literature

on the subject. We present a chronological listing of these papers as unearthed by the author in an
extensive literature survey with a brief description of each, and we then summarize the performance
achieved in tests of actual fabricated circuits.

3.2.1 Paper List

[IN062], [IN063] The first of these papers is whete:M was first published, though there was a
patent granted to Cutler a couple of years earlier [Cut60]. The second paper contains some
analysis of a CTAYXM with both a single and double integrator. In particular, the 9dB
and 15dB of SNR improvement per octave of oversampling for the first- and second-order
modulators are derived. They build circuits for both and verify the predicted performance,

and apply the circuits to the encoding of video signals.

Following this paper, over the next twenty years there were not many papex&bhbe-
cause integrated MOS processes were still expensive. As they became cheaper, the DSP

required in the decimator became cheaper, and hadids began to receive more interest.

[Can85] It is this paper which really sparked interestAoM as a method for ADC. It is widely
cited as the source for the so-calldduble integrationAYM, although in fact [Ino63]
predates it. Such &AXM contains two cascaded integrators and implements (MTE
(1 — 2712, i.e., double differentiation of the quantization noise. We denote this modulator
the standard [low pass] second-ordex¥XM since, as we shall see, there have been many
subsequent implementations of it. This paper is the first to derive the DT/CT loop filter

equivalence

2z —1 . 14 1.58T;
H _— @@

H(z) = m H(s) = 272

(3.2)

for a feedback DAC that emits full-period pulses, and a&3IM circuit was built based on

this equivalence.
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[Koc86] Thisis also a double integration CYXM, following Candy’s lead. With a 15MHz clock,
the achieved performance was 77dB over a 120kHz bandwidth and a power consumption of

20mW—certainly not poor even by today’s standards.

[Ada86] Miles ahead of its time, this paper describes a fourth-order four-bit (i.e., with a four-bit
guantizer) CTAX.M that achieves 18 bits of resolution at 24kHz. The crucial issue of DAC
waveform asymmetry (i.e., differing rise and fall times at the DAC output) is first discussed

here. This will be mentioned again in Chapter 4.

[Gar86] Floyd Gardner's paper is the first to describe timpulse-invariant transformatiobe-
tween CT and DT as an alternative to the (perhaps more common) bilinear transform. We
mentioned its existence 2.3.2 and we will make use of it in Chapter 4.

[Pea87], [Sch89], [Gai89]The idea of band passYXM was, to the author’s knowledge, first sug-
gested in the first of these papers, though it can hardly be said that those proceedings are
widely available. InElectronics LettersSchreier and Snelgrove first introduced the idea to
a wider audience in the second paper listed; unbeknownst to them at the time, a U.S. patent

had been granted to Gailus et al. a few months earlier, as the third citation shows.

[G0os88], [Gos90] These papers were the first to point out that a delay between the sampling clock
edge and DAC pulse edge affects the performance of AEW. We shall denote this delay
asexcess loop delaynd as we shall see in Chapter 4, it turns out to have a major impact on
the design of CTAXMs.

[Bro90] This was an early paper on how to simulate DT systems in CT. It used a third-order CT
AY.M as an example and showed how to simulate its behavior both in C and SABER. The
bilinear transform was used to map betweeands domains, though we prefer the impulse-
invariant transformation.

[Hor90] Another paper very advanced for its time and often overlooked, it also discusses excess
loop delay in CTAXM and is the first to suggest the use of the modifiedransform to
account for loop delay in the design of high-order GEMs. While [Gos88] showed that a
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certain amount of loop delay is beneficial to a first-order &£XIM, this paper extended the

results to higher-order CAXMs.

[Asi91] Although no circuit was actually designed here, this is an early paper that considers some
issues in the design of very fast C¥>Ms. For a standard second-order GEM clocking
at 500MHz in GaAs, the authors examine the effect on SNR of finite op amp dc gain, gain-
bandwidth product, and signal swing, and small nonlinearities in the op amp, and conclude

that a 10-bit converter could be built to work at this speed.

[Com91] This is one of the few CTAYXM papers that doesn’t use op amps: itis a CMOS current-
steering design. Nothing much similar has appeared in the literature to this author’s knowl-

edge since its publication.

[Thu91] At the time this paper was published, the idea of band paskl was relatively new.
This paper is the first to use the impulse-invariant transformation to design a continuous-
time BP AXM. They designed a loop transfer function with nonoptimal noise shaping; it

took [Sho94] to explain how to overcome this.

[Cha92] The authors talk about design issues of a standard second-ord&>®mTin GaAs for
500MHz clocking, including finite op amp dc gain and gain-bandwidth product, and quan-
tizer hysteresis and delay. They then fabricate and test a prototype whose poor performance
is attributed to poor comparator sensitivity. However, the circuit was one of the first to

demonstrate the feasibility of integrating high-speedA&3TMs.

[Can92b] This is the first of two IEEE Press books published ahbtiM. It is a compendium of
Candy and Temes’ opinion of the important papera M up until early 1990. This author
recommends owning a copy to anyone workinghEM design since most or all important
early papers may be found in this convenient reference.

[Hal92] Thisis another early high-speed modulator, this tim&im CMOS clocking at 150MHz.
It describes a standard second-order £IM and achieves 10-bit resolution at an OSR of
128.
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[Wan92] It had long been suspected that the standard double integrabivi is stable for dc
inputs up to the rails. This paper proves it using a geometrical argument about the bounds of

internal states.

[Tro93] These authors designed a BP GEM on an analog-digital FPGA. As in [Thu91], they
didn’t implement the corredt (z)...

[Sho94] ...it was in this paper that a correct method for designing band passXMs based on

the impulse-invariant transform was explained.

[Ush94] This paper isn'’t terribly interesting except for the fact that they model the quantizer as a
steep tanh function for simulation purposes, which allows them to write and simulate linear

differential equations for &aXM. Little seems to have been made of this since then.

[Ris94] Lars Risbo’s doctoral thesis is unique. Motivated by his desire to build the best-sounding
CD player possible, he examines stability and design methods for high-order single-bit
AXY.Ms in ways that are highly innovative and original. Sadly, his ideas will likely be appre-
ciated by few because they are almost too clever: it took this author three separate attempts
over one year to grasp much of what Risbo says. Nonetheless, this is a reference work to
be taken seriously for anyone wishing a deep understanding’idls. His Appendix C
contains some discussion of clock jitter in @QI-Ms, a topic we cover at length in Chapter
5.

[Fen94], [Nar94], [Jen94] Three high-speed CAYXMs appeared at the GaAs Integrated Circuits
Symposium in 1994. The first listed clocked at 500MHz, the second at 2GHz, and the third
at 4GHz; the first two are standard second-order low pass GaAs designs while the third
is a first-order low pass InP design. All three designs suffered from moderate amounts of

harmonic distortion in the baseband.

[Jen95] We spent considerable time studying this paper. It describes the building of a standard
second-order CTAYXM using InP double heterostructure HEMTs clocking at 3.2GHz for
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converting a 50MHz baseband signal and 71dB SFDR is achieved. A circuit diagram of

their modulator was shown in Figure 2.16 on page 25.

[Mit95] The authors of this paper simulate, but don’t build, a first-orderX3IM in CMOS that
dissipates only 3mW at a clock speed of 128MHz.

[Sho96], [Sho97]Omid Shoaei’s excellent Ph.D. thesis is, to date, the definitive work on high-
speed CTAYXM. It is required reading for anyone working in the area. Shoaei attempted
to build a 250MHz fourth-order band pass QM for conversion of narrow band signals
at 62.5MHz, but the final performance was thwarted by unexpectedly high fabrication toler-
ances and a lack of common-mode feedback circuitry in his transconductors. Shoaei’s work
will be referred to extensively throughout this thesis. The first citation is the thesis itself, and

the second is a journal paper which summarizes the thesis.

[Erb96] This brief paper describes a silicon bipolar standard second-ordeéYXM clocking at
1.28GHz. The performance is at best 8 bits, though the paper’s length permits very little
detail to be given. It is implied that the authors use a circuit architecture similar to that in
Figure 2.16.

[Sch96a] This paper explains how to design a @M by transforming it to a DTAYX:M design
problem using the impulse-invariant transform. While [Sho96] deals with the problem in

pole-zero form, [Sch96a] represents the modulator in state-space.

[Opa96], [Don97], [Don98b], [Don98a]Opal's 1996 work focuses on the rapid simulation of
clocked CT systems in the DT domain. Since then, a student of his, Yikui Dong, has writ-
ten several papers about rapidly simulating nonideal effects ih&Ms, most particularly
thermal noise. Such a tool is extremely useful, and the simulation results look plausible, but

unfortunately no experimental validation of their results has been provided to date.

[vdZ96], [vdZ97] These nice papers present fourth-order £XIMs with very low power. The
first is a 0.2mW voice band coder, the second a 2.3mW audio coder. Both achieve about 15
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bits of performance. [vdZ96] also contains some discussion about tradeoffs between DT and
CT designs.

[Ben97], [Gao97a] As noted, excess loop delay in a QIXM worsens performance. Both these
papers talk about how to compensate for loop delay with appropriate feedback and tuning.
We will be examining this further in Chapter 4.

[Rag97] Written by the authors of [Jen95], this paper describes Figure 2.16 with an additional
transconductor element to turn the low pass modulator into a mildly band pass one with a
noise notch tunable from 0 to 70MHz and a 4GHz sampling clock. A claim of 92dB SNR is
made for a very narrow bandwidth corresponding to an OSR of around 5000.

[Che97] Itis believed that this is the first mention of the performance effects of quantizer metasta-
bility in CT AXMs. It was written by the author, and a large amount of new material along
these lines is given in Chapter 6.

[Nor97] This is the second IEEE Press book abodiM. Instead of a compilation of papers,
the editors commissioned various authors to write chapters in their areas of expertise on
many aspects aAYXM theory, design, and simulation. It, too, is highly recommended as
a reference work for anyone in the area—the book has acquired the moniker “the orange
Bible”.

[Miy97], [OIm98] In these papers, a 5GHz HEMT modulator was designed for a 50MHz band-
width, and 7-bit performance was achieved. It must be noted, however, that this performance
was achieved with a signal band that did not extend below 6MHz; this was apparently to
avoid further SNR degradation by théf noise of the devices.

[Jay97] Following [Jen95], these authors make a fourth-order BPACGIM clocking at 3.2GHz
with an 800MHz center frequency. They achieve 7-bit performance in a 25MHz band,
though they estimate with proper design this could be raised to 10 bits. We arrive at a

similar conclusion for our 4GHz modulator in Chapter 7.
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[Gao97b], [Gao98b] These papers present an aggressive 4GHz CT second-order band pass design
in 25GHz Si bipolar technology for direct conversion of 950MHz analog signals. In a very

narrow bandwidth, 10-bit performance was achieved.

[Che98a], [Che98b] The author presented these papers at ISCAS 1998 in Monterey. The first
deals with simulating CAXMs, something we covered briefly in the previous chapter, and
the second deals with the nonideal effects of excess loop delay, clock jitter, and quantizer
metastability on the performance on @QIMs. This thesis is in large part an expansion of

the second paper: we devote one chapter to each of these three key nonidealities.

[Gao98a] Preliminary test results on a fourth-order 4GHz CT band pass modulator in a 40GHz
SiGe HBT technology are presented in this paper. We greatly extend these results in Chapter
7 of this thesis.

[OIi98] In this paper the effect of jitter in the DAC pulse width of return-to-zero-style first- and
second-order modulators is studied. The authors conclude, as [Che97] did earlier, that jitter
in the width of the DAC pulse is not noise-shaped and hence degrades performance. How-
ever, their new result is that a second-order modulator provides first-order shaping of pulse
starting timejitter; hence, they propose using a monostable multivibrator as a quantizer,

which produces fixed pulse widths even in the presence of variable pulse start time.

[Mor98] This is the first paper to the author's knowledge which contains a high-speed design
of order three. This circuit contains two separate modulators for | and Q channels with
integrated mixers, similar in architecture to Figure 2.7 only where the mixing is done as
part of the first stage of the modulator so that the modulators themselves are low pass. In a
50MHz bandwidth, 35dB SNR was achieved.

3.2.2 High-Speed CTAXM Performance Summary

Table 3.1 summarizes the order and type of the high-speedAEW designs surveyed, where

“1LP” means first-order low pass, “2BP” means second-order band pass, etc. The majority of the
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Table 3.1: High-speed CAX.M published performance.

Paper Technology Type fs OSR DR SNR
(dB) (dB)
[Cha92] 1pum GaAs D MESFET 2LP 200MHz 100 58 50
[Hal92] 2um CMOS 2LP || 150MHz | 128| 63 57
[Fen94] 0.5um GaAs HEMT 2LP 500MHz 100 60 55
[Nar94] 1.4um GaAs HBT 2LP 2GHz 20| 43 37
[Jen95] 2.0um InP DHBT 2LP 3.2GHz 32 49 50
[Mit95] 1.2um CMOS 1LP 128MHz 128 60 57
[Sho96] 0.8um Si BICMOS 2BP 200MHz 500 50 46
[Erb96] SiBJT 2LP 1.28GHz 64 — 45
[Rag97] 2.0um InP DHBT 2LP/BP | 4GHz 64| 44 41
[Gao97h] 0.5um Si BJT 2BP 3.8GHz | 10000| 607? 49
[Jay97] AlGaAs/GaAs HBT 4BP 3.2GHz 64 42 41
[OIm9g] | 0.4um InGaP/InGaAs HEMT| 2LP 5GHz 50 51 39
[Gao98a] 0.5um SiGe HBT 4BP 4GHz 500 62 53
[Mor9g] 0.5um SiGe HBT 3LP 1.6GHz 16 — 35
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designs are implementations of the standard double-integration modulator with a loop filter given
by (3.2),H(z) = (22—1)/(2—1)%. The two second-order BP modulators are for converting analog
signals at one quarter of the sampling frequency to digital; ideally, they have the same performance
and stability as a first-order LP design. The two fourth-order BP designs aré alsdesigns, and
they have the same performance and stability as a double-integrafidh Thus, all the high-
speed designs listed except the last one are first- or second-order. For each clgchmdt®©SR,
DR and SNR,. are also listed.

The performance of an ideal first- or second-order modulator can be found from DT simulation
as we did in Example 2.5 or from [Sch93, Fig. 7]. Based on these, an approximate formula for the

achievable performance in a double integration modulator is
DR ~ 15log,(OSR) — 13 dB, SNRpax ~ 15 log,(OSR) — 20 dB. (3.3)

Table 3.2 shows how each of the published 2LP/4BP modulators compares to (3.3). Generally,

Table 3.2: Performance in published double integratiod®&Ms relative to ideal simulation.

Modulator || [Chag2] | [Hal92] | [Fen94] | [Nar94] | [Jen9s] |

fs (GH2) 0.2 0.15 0.5 2.0 3.2
OSR 100 128 100 20 32

DR loss (dB) 29 29 27 9 13
Useful OSR 18.7 24.0 21.0 11.9 151
Modulator H [Erbo6] ‘ [Ra997]‘ [Jay97]‘ [OIm98] ‘ [Gao98a]‘
fs (GHz) 1.28 4.0 3.2 5.0 4.0
OSR 64 64 64 50 500
DR loss (dB) 257 33 35 21 59
Useful OSR 151 9.5 8.5 14.9 16.6

we see performance falling far short of ideal, particularly for OSRs of 64 or more. Frequently in
papers that publish output spectra it is clear that the signal band is filled with white, rather than

shaped, noise. Thus, doubling the OSR results only in a 3dB DR improvement instead of 15dB
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Figure 3.3: Ideal vs. real spectra in double integration modulators.

for an ideal second ordexX>M as depicted in Figure 3.3. We could extrapolate backwards to the

approximate point where noise shaping ends and white noise begins as
Useful OSRx QSR+ 2PR10s912, (3.4)

This is termed “useful OSR” because it is the OSR for which noise shaping ceases, and it is listed
in the table for each modulator.

Clearly, there is little benefit in using OSR 15 for GHz-speed modulators. It is surprising
how consistent this number is, even with quite different clock speeds and semiconductor processes.
The problem is not with CIAYXMs in general—[Ada86], for example, achieved BR105dB in
a 20kHz band—it is witthigh speedCT AXMs. It might be that all these modulators are limited
simply by thermal noise; the same thermal noise spec would cause 30dB more noise in a 20MHz
band than in a 20kHz band, so a 4GHz modulator would be more likely to be thermal-noise limited
than a 4MHz modulator with the same OSR. Still, there are a number of other possibilities which

we explore in the coming chapters.

3.3 Summary

Published high-speed CAXMs achieve poor performance compared to an ideal modulator. We
spend the remainder of this thesis investigating the performance-limiting nonidealities in high-
speed CTAYXM design.
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Chapter 4

Excess Loop Delay

Consider once again the high-speed double-integration modulator from Figure 2.16 [Jen95] re-
produced in Figure 4.1. The quantizer is a latched comparator whose output drives differential

I¢ I¢
gmz 1 C2 gml 1 Cl v
+0 = +3 = O +
NelemnpuEamnpuiy y
-0 + - + o —
| CZ J/Cl
1€ 1€
kol K,

Figure 4.1: Example of high-speed double integrationZ&3TM.

pair DACs; their output currents sum with the transconductor outputs. Ideally, the DAC currents
respond immediately to the quantizer clock edge, but in practice, the transistors in the latch and
the DAC have a nonzero switching time. Thus, there exists a delay between the quantizer clock
and DAC current pulse. It is this delay that we oatlcess loop delayr simplyexcess delagr

loop delay There is really no analogous problem in DT modulators; perhaps the closest thing is

incomplete settling, which we discussecihl.1.
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Excess delay has been studied in the literature before; a brief summary of past work is appro-
priate. Gosslau and Gottwald [Gos88, Gos90] found that excess delay of 25% actually improves
the DR of a 1LP CTAXM. Horbach [Hor90] confirmed this and extended the results to higher-
order LP modulators, showing that excess delay is detrimental to their performance. Chan [Cha92]
found a full sample of feedback delay in his 2LP modulator caused 10dB of SNR loss. Shoaei
[Sho96] found excess delay problematic in 2BP and 4BP modulators. Gao et al. [Gao97a] propose
feedback coefficient tuning and demonstrate that it alleviates delay problems in a 4BP modulator,
while Benabes et al. [Ben97] add an extra feedback loop to a 2LP modulator for the same purpose.

One of the aims of this chapter is to unify and summarize the past work in the area, but we
also contribute new material. First, most authors use the modifigdnsform for studying excess
delay, but we explain here why this is inappropriate and demonstrate a preferred method. Second,
we consider higher-order LP and BP modulators in much more detail than has previously appeared.
We also consider multibit modulators, something which seems not to have been done in the past.
Ideas from this chapter have appeared partially in [Che98b], and the chapter has been accepted
almost verbatim in its entirety for journal publication [Che99b].

4.1 Preliminaries
A general CTAXM is depicted in Figure 42 The CT inputi(t) (possibly prefiltered by7(s))
fs

. |
. RS
0 —= & ) + =

DAC

()
Figure 4.2: General CAXM block diagram.

We have made a slight change from Figure 2.1: the DAC output is now added to the input instead of subtracted.
This is a trivial difference which will invert the sign df (z), but otherwise leave modulator behavior identical.
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is applied to a modulator with a CT loop filtéf(s) whose output we denott). The quantizer
samples this signal at frequengy, or equivalently with period’; this produces a DT output
signaly(n) = y(nTy), which is fed back through a DAC.

4.1.1 CT/DT Modulator Equivalence

It is useful to begin by explaining how to find the equivalent DT loop fif&fz) for a given CT

loop filter A () (we first mentioned this equivalence§®.3.2). Why does such an equivalent exist?
Because the quantizer in a GYXM is clocked, which means there is anplicit sampling action
inside the modulator, and sampled circuits are DT circuits. We can make the sampling explicit
by placing the sampler immediately prior to the quantizer as depicted in the upper left diagram of
Figure 4.3—this does not change the behavior of the modulator. If we want to know how this is

v w2~ Ha O Ly

a(t) - f
"0 <DAC]

V V

1
f==
(n) gy | . gt > T x(n) (n) (n)
y* ’ H(s) ng o%x y*DAC H(z) HX
1{ 1
t t T,

Figure 4.3: Open-loop CAXM and its DT equivalent.

equivalent to a DT modulator, shown in the upper right of Figure 4.3, then it is illustrative to zero
both inputs and open both loops around the quantizer. This leads to the bottom two diagrams of
Figure 4.3.
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In the CT open-loop diagram, the quantizer outpt) is a DT quantity, and we may think of
the DAC as a “discrete-to-continuous converter”: it makes a CT piflgdrom the output sample
y(n). This pulse is filtered byH (s) (the CT loop filter) to producé(t) at the quantizer input,
which is then sampled to produce the DT quantizer ingut). The input and output of both the
CT and DT open-loop diagrams are thus discrete-time quantities. A CT modulator would produce
the same sequence of output hjts) as a DT modulator if the inputs to the quantizer in each were
identical at sampling instants:

xz(n) = Z(t)|i=nT, - (4.1)

This would be satisfied if the impulse responses of the open loop diagrams in Figure 4.3 were equal
at sampling times, leading to the condition [Thu91]

ZHH(2)} = L {Rp(s)H(5)}i=nt. (4.2)
or, in the time domain [Sho96],

hn) = [ (t) < b(O)izar, = [ Fp(T)h(t = Tz, @3

o0

whererp(t) is the impulse response of the DAC. Since we are requiring the CT and DT impulse
responses to be the same, the transformation between the two is callegtiee-invariant trans-
formation[Gar86].

Without loss of generality, we shall simplify the discussion by normalizing the sampling period
to T, = 1 second for the remainder of this chapter.

4.1.2 Usefulness of Equivalence

Knowledge of the equivalence allows us to perform €XM loop filter design in the DT domain
using any design technique we choose, for example, NTF prototyping [Nor97, Chap. 4]. Once we
have chosetf/ (=), we may find theff (s) to implement the CT modulator with identical behavior,
given a certain type of DAC pulse. For simplicity, we assume a perfectly rectangular DAC pulse
of magnitude 1 that lasts fromto 3, i.e.,

. La<t<p, 0<a<p<l1
P8 (1) =

(4.4)
0, otherwise.
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Table 4.1 lists thes-domain equivalents fog-domain H(z) poles of orders one through three.
These were found by solving (4.2) in the symbolic math program Maple [Red94] where the Laplace

transform of (4.4) is
- exp(—as) — exp(—[s
Biag(s) = 200 —e(205) 45)

S

It is found that az-domain pole of multiplicityl at z;, maps to one af; with the same multiplicity,
with
sE = In 2. (4.6)

Therefore, to use the tablé](z) is first written as a partial fraction expansion, then we apply
the transformations in the table to each term and recombine them to get the equivéent
Poles at dc (i.ez; = 1) end up givingd'/0' as the numerator of thedomain equivalent, which
necessitatesapplications of I'Hopital’s rule; this has been done in the right column of Table 4.1.
The table extends the work in [Sho96] to genéral3) and also to third-order-domain poles.

Example 4.1 Many designs use DACs with an output pulse which remains con-
stant over a full period, which we shall terrman-return-to-zergNRZ) DAC. For this
type of DAC, (a, 3) = (0, 1) in (4.4). Moreover, we saw that many of the high-speed
designs in Table 3.1 were second-order LP designs; these differentiate the quantization

noise twice so that NTE) = (2 — 1)% and

—2z+1

H(z) = T (4.7)
Writing this in partial fractions yields
-2 -1

z—1 (z-1)%
Thusz, = 1, which means;, = 0 from (4.6). Applying the first row of Table 4.1 to

the first term of (4.8) and the second row to the second term(with) = (0, 1) gives

~ -2  —=1+0.5s
_ 1+415s (4.10)
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Table 4.1:s-domain equivalences fardomain loop filter poles.

z-domain pole

s-domain equivalent

Limitfor 2z, =1

Yo T0 Yo T0
225 S—5k zlle*a_;;—ﬁ S—5p
To = Sk ro = 3%
Yo r18+7g % Yo ris+ro
(z—21)? (s—sx)? zk(z};a—;};ﬁ)z (s—sk)?
L = i85k + Qo
To = 15 r = %7(a+§:j)y0
G = zi_ﬁ(l —-B) — Zifa(l —a) ro = Z2
o = 2 “—z"
Yo ros®tristrg o Yo ros®tris+rg
(z—2k) (s—s1)3 ;i(;;fc‘—;}c_ﬁﬁ (s—s1)3
r2 = §(I2Sk -
o= —@S;+ @Sk + Qo
ro = 3425}
» = (1-82-8)(z")? r o= H7%5[8(8-9)
+ (1-a)(2-0a) z,i_o‘)2 + ala—=9)+4ab + 12
+ [B(8+3)+ala+3) roo= gl
— 4(1+aﬁ)]zi azi_ﬁ ro = %
1— _
n o= E-8=T")2+E - a)(5)?
+ (@+B-3)z7z "
w0 = (2 " -z ")
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As noted in§3.2.1, (4.10) was first derived by Candy [Can85] as the CT equivalent of
the DT double integration modulator in (4.7). O

Our CT/DT transformations are based on expressing the loop filter in pole-zero form, though
this is not the only way to do it. Schreier [Sch96a] uses state-space representation, and others
[Sho96, Gao97a] use pole-zero with the modifidransform to account for excess delay, some-
thing we avoid here for reasons which will be explained below. As well, we only deal with loop
filter equivalence, which affects the noise transfer function in the linearl?elll model. There
are some subtleties regarding the signal transfer function [Sho96, Sch96a] which we simplify by
assuming a signal transfer function of 1 in the signal band. This assumption is approximately valid
for most designs.

4.1.3 Effect of Excess Loop Delay

As noted in the introduction, excess loop delay arises because of nonzero transistor switching
time, which makes the edge of the DAC pulse begjfiter the sampling clock edge. We assume
that excess loop delay can be expressed by

Ta = pals (4.11)
which is depicted for an NRZ DAC pulse in Figure 4.4. The sampling instanti$). The value

o Bl s B

Ts ATy Ts

Figure 4.4: lllustration of excess loop delay on NRZ DAC pulse.

of 7, depends on the switching speed of the transisfprdhe quantizer clock frequendgy, and
the number of transistors in the feedback pathas well as the loading on each transistor. As a
crude approximation, we may assume all transistors switch fully aftgr, in which case
Pd = ntfs-
Jfr

74 could end up being a significant fraction Bf depending on the parameters in (4.12).

(4.12)
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Example 4.2 In the design in Figure 4.1, suppose we desire 12-bit DR in a
50MHz bandwidth. This will require an OSR of about 50 [Sch93], which means we
must clock atf, = 50(2 - 50) = 5GHz. If the quantizer is an ECL-style latched
comparator, its output differential pair must switch; the DAC must also switch, and
thusn, = 2. In a f = 30GHz process, therefore,

2:5

is the amount of excess delay predicted by (4.12). O

Excess loop delay is problematic because it alteesxd 5, which means it affects the equiv-
alence betweett/(s) and H(z). We can calculate the effect mathematically by using Table 4.2
which lists thez-domain equivalents fos-domain H (s) poles of orders one through three. As
with Table 4.1, these were calculated with the help of Maple and (4.2).s-Aomain pole of

multiplicity [ at s, maps to one at;, with the same multiplicity, with
2 = exp Sk. (4.14)

Poles ats;, = 0 give numerators ofi’ /0!, as before, and the rightmost column gives the formulae

that result when I'idpital’s rule is applied times.

Example 4.3 Suppose we have designélc(s) from (4.10) assuming NRZ DAC
pulses, but that we have excess loop dejgyso that in actuality we have NRZ DAC
pulses delayed by, as in Figure 4.4. Now, we havey, 5) = (74,1 + 74). The
formulae in Table 4.2 only apply for a pulse with< 1, but we needn’t worry: it is

possible to write a;-delayed NRZ pulse as
Plratsra) (8) = Pl (8) + Fomy (8 — 1), (4.15)

that is, as a linear combination of a DAC pulse fropto 1 anda one-sample-delayed
DAC pulse from 0 tor, as shown in Figure 4.5. Writing (4.10) in partial fractions

gives
H(s) = o, 1 (4.16)
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Table 4.2:z-domain equivalences fardomain loop filter poles.

s-domain pole z-domain equivalent Limit for s =0
To Yo x To Yo
§—Sk Z2—Z Sk Z—Z
Yo = Zlifa - 2117[3 Yo =10(0 — @)
0 Y12+Yo v To y12+Yo
(s—s1)? (z—2zr)? 52 (z—2r)2
o= 2z L= si(1-B)]
-z L= sl - ) y1 = ZPB2-P) - a2-0a)
Yo = 2 %(1+sp0) yo = 2(B*-a?)
— ziiﬁ(l + si0)
ro v22’tunatyo o T y22>+y1 240
(s—s1)3 (z—z1)3 53 , (z—zp)®
yo = z, -1+ sp(1-B) + %(1-B)%
82
— 271+ sl —a)+ E(1 - a)?] B Lims s
2-3 Y2 = To[ﬁ(ﬂ @ )
Y1 = Zk [2_816(1_25) 1 2 2 1
52 ) - (7 —a’)+3(8—a)]
+ 3 (=1-26+28%)] - 5
2—a yo= rofz(8° —a?)
+ 22— sk(1 - 20) L o1
- ) ~ 3B - - 3B -a)]
+ 2 (—1-2a+20?))
o w o= B(E-a
vo = 2z, “(1+sra+ 3a?)

2
— 2P+ B+ B2
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I =ir— _+! T

st Ts st T T,

Figure 4.5: Delayed NRZ pulse as a linear combination.

Applying Table 4.2 to each term of (4.16), for each of the two DAC pulses in (4.15),

yields
-5 —1.5(1 — 7y) P B (4.17)
5 z—1 z—1
-1 . (—0.5 4+ 74 — 0.572)2 + 0.5(—1 + 77)
s? (z—1)2
_ 7a(=140.574)2 — 0.572
: 4.18
+ Co1) (4.18)
Adding (4.17) and (4.18) gives
H(ory) = (=2 +2575 —0.573)22 + (1 — 474+ 73)2 + (1.574 — 0.573). (4.19)

2(z —1)?
We can quickly verify that for;, = 0, (4.19) turns into (4.7) as it should. However,
for r, # 0, the equivalenti (z) is no longer (4.7).

If instead of Table 4.2 we use the modifietitransform on (4.7), the result is
[Gao973]

(z—12]] ~ 2(z — 1)?  (4.20)

which is similar to (4.19) but not identical. The modifi€dtransform assumes the de-

Hyg(ors) = 2 [Zl [—22 + 1” (=24 27)22 + (1 = 374)2 + 74

lay happens at the outputﬁf(s) (at the quantizeinput), but in our method we assume

the delay happens prior to the DAC pulse (at the quantimgou). The literature does

not distinguish between these two cases, but they are clearly different. More impor-
tantly, our assumption represents reality more closely—the delay is after the quantizer

in an actual circuit—so our method is superior to the modifiettansform. O

We treat pulses as rectangular because it allows exact closed-form solutions in the CT/DT equiv-

alence calculations. Other authors [Ben97] treat pulses as trapezoidal or as having exponential
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rising behavior, which is more realistic but which does not lead to exact solutions as easily. A
real circuit will likely exhibit DAC pulse shapes more complicated still. The key point is, excess
delay always alters the numerator coefficients of the equivdlén}, and it turns out that using
rectangular pulses yields results that are similar to those found using more realistic pulse shapes.

4.2 Double Integration Modulator

How well does a modulator with a loop filter given by (4.19) perform? To study the effects of
excess loop delay, Matlab code was written to perform the transformations in Tables 4.1 and 4.2
numerically. The output bit stream from a modulator was determined by solving the difference
equationX (z) = G(2)H(2)U(z) + H(2)Y (z) in the time domain with a C program for given
G(z) and H(z). The virtue of using the transformations is it allows us to simulate in the DT
domain, a process usually significantly more rapid than simulating d%(@gin the CT domaih.

Since first-order modulators with excess delay have been studied already [Gos88] and are of
limited practical use due to an excessive presence of harmonics in the output spectrum, we confine
ourselves to modulators of orders two and above. In this section, we commence with the double-
integrationAYXM: how is its DR affected by excess delay? We said2rR.3 that DR is defined
as the difference between the smallest and largest input levels (in dB) which give>SINRAt
low input levels, SNR is limited by in-band quantization noise (IBN), while a large-enough input
level eventually compromises the stability of the modulator. There exists a maximum stable input
amplitude (MSA); DR may be found from IBN and MSA, as we explain below.

4.2.1 RootLocus

The easiest way to grasp the effect of excess delay is to linearize the quantizer as wagadng in

and look at the stability of the noise transfer function. There is, however, a subtlety we ignored in

2Though we provide no experimental verification of the results throughout this chapter, we find simulation of
Figure 4.1 in Eldo using ideal circuit components and a variable delay in the feedback path gives results that are
consistent with those presented in this section. Simulations take much longer with Eldo, however.
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Figure 2.1: the gain of a one-bit quantizer isn’t well-defined. That is, we could insert a positive gain
x immediately in front of the quantizer and not affect the performance of the circuit—quantizer
inputs would be scaled, but their signs remain unchanged, hence the sequericevotild be
identical. Makingx explicit is usually done (Figure 4.6) in the linear model, which results in

u H@) =K X%\ y

DAC

Figure 4.6: Linearized\ XM with one-bit quantizer arbitrary gaiq

NTF(z,74) = (1 + xkH(z,74))""'. Figure 4.7 shows that for = 1 and increasingy,, the poles

of NTF(z, 7,) move towards the unit circle, eventually moving outsidgatz 0.31. Any choice

of k > 0 shows a similar movement of poles from their initial positions towards the unit circle;
this implies modulator stability worsens as delay increases. Time-domain simulation shows that it
takesp, ~ 0.65 to make the modulator unstable. The root locus incorrectly predjgted 0.31

for instability because = 1 was not satisfied in the simulation. How to measure or cheasa
nontrivial matter [Ris94, Chap. 6] and we do not explore it in detail here; we attempted to use the
linear model for characterizing delay with little success. Suffice it to say that it at least makes a

qualitativeprediction that stability worsens with increasing loop delay.

4.2.2 In-Band Noise

In practical terms, we care about how much performance is lost due to excess delay. Figure 4.8(a)
shows an output spectrum near dc: 256 16384-point Hann-windowed periodograms with random
initial conditions were averaged, and the input signal is a 0.1V sine wave. As the delay increases
from 0% up to 60%, we see that the noise floor rises slowly. Integrating the IBN for zero input as

a function ofr, produces Figure 4.8(b): for delays below about 20%, IBN stays roughly constant,
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Root locus on NTF(z,rd)
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o o Poles for no delay
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Figure 4.7: Effect of loop delay on root locus of N{B; 7).

but rises as delay increase# the excess delay exceeds about 65%, the modulator goes unstable.
In this chapter, instability is defined to have occurred if the quantizer input magnitude exceeds 10
before the end of a simulation for 1000 successive simulations with random initial states. A similar
definition was used in [Ris94].

The smallest input signal for which SNR 0dB is exactly the IBN, adjusted for the gain of the
window (0.375 for Hann, or 4.26dB) and the fact that periodograms measure rms power (3.01dB).
For example, the IBN for, = 0 and OSR= 64 is —85.06dB, and so we predict that an input

magnitude of approximately
—85.06 + 4.26 + 3.01 = —77.79dB (4.21)

is needed to get SNR 0dB. In simulation, we find the input magnitude that leads to 0dB SNR to
be about-77dB.

3The non-monotonicity on the tails of the IBN graphs and certain later DR graphs is not a real effect: it is an artifact
of doing simulations with zero input and no dither. Otherwise, the general trends indicated by the curves are accurate.
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Figure 4.8: (a) Output spectrum from double integration£&£XM (b) in-band noise for zero input as a function of

loop delay.

4.2.3 Maximum Stable Amplitude

Second, how does the MSA change with loop delay? To determine the MSA, we once again
follow Risbo [Ris94]: we apply a ramp input whose amplitude increases slowly from O to 1 over
10° time steps; when the quantizer input magnitude exceeds 10, the input level at that instant is
the MSA. A traditional method [Sch93] involves applying a low-frequency sine wave at the input
and running for hundreds of thousands of cycles to check that the modulator remains stable, then
increasing the amplitude and repeating the simulation until the maximum amplitude for which the
modulator remains stable is found. We find Risbo’s method gives approximately the same answer
while requiring many fewer simulation runs.

Performing this test for 200 runs with random initial conditions yields the graph in Figure 4.9.
The modulator is stable for inputs of up to 0.92 for no excess delay, but this falls more or less
linearly to near zero at about 50% delay. An unstable modulator hasSNRo, so the MSA is

precisely the largest input for which SNR 0. For example, at; = 0, the MSA is
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Figure 4.9: Maxmimum stable amplitude for double integrationASTM.

4.2.4 Dynamic Range

We can combine the previous two results to plot the modulator’s DR against delay in Figure 4.10.
DR is the difference between MSA and adjusted IBN; for example, &t 0, equations (4.21) and
(4.22) give

DR = —0.72 — (—77.79) = 77.07dB. (4.23)

This is converted to bits using (2.10) and the result is plotted férr; < 1 in Figure 4.10.

Example 4.4 Example 4.2 estimated a loop delay of 33% in (4.13) for GSR.
We see from Figure 4.10 that even with OSR4 it would not be possible to achieve
the desired resolution at 33% delay: we could only obtain-BR1 bits. To achieve
12 bits at OSR= 64, we must have no more than about 20% excess loop delay. For
a 50MHz bandwidth, OSR of 64 means clocking at 6.4GHz, and from (4.12), we see
that the transistors must haye > 32GHz or so. O



68 Chapter 4: Excess Loop Delay

'_\
N

OSR 32
OSR 64 |-

[N
N

I
o

(o]

N

Dynamic range (bits)
(e}

0 0.2 0.4 0.6 0.8 1

Y4

Figure 4.10: Dynamic range for double integration 8EM.

4.3 f,/4 Fourth-Order Band Pass Modulator

We saw in Figure 2.7 that BP modulators with center frequefigyt are potentially useful in

radio receivers; indeed, several circuits [Sin95, Gao97b, Jay97, Gao98a] have been built with this
application in mind. We noted i§2.1.2 that taking a low pass NTH with a quantization noise

notch at dc and performing the substitution — —z~2 gives a BP NTFz) with a noise notch at

fs/4, one-quarter the sampling frequency, with double the order and identical stability properties
to the LP prototype. The substitution can be applied to the loop filies to yield the same result.
Applying this to the double integration modulator (4.7) gives

—2z7 b4 272 22724

HLP(Z) =

This contains two double poles gt = +j; we could find the equivalelﬁBp(s) by applying the

results in Table 4.1 to a partial fraction expansion of (4.24).
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Example 4.5 Doing this for NRZ DAC pulses yields

. —1.03545% + 1.06525? — 1.3210s + 4.5661
H = . 4.25
o) 2+ (29)
How do we build a circuit to implement this? Historically, LP DT modulators have
been built as a cascade of integrators/(1 — z~!) [Cha90], and building arf,/4 BP

DT modulator simply requires replacing the integrator blocks directly with resonator

blocks —272/(1 + 272). Itis likewise possible to build LP CT modulators as a cas-
cade of integrators /s—the block diagram for Figure 4.1 is shown in Figure 4.11.

However, simply replacing integrators with resonatded (s* + w?), w = 7/2 as in

A 1 1
) L s o d oo

NRZ DAC

Figure 4.11: Block diagram for LP CAXM from Figure 4.1.

Figure 4.12 doesot build (4.25): the numerator Q@Bp(s) for Figure 4.12 does not

N As As
a(t) ez Ot e f y(n)

NRZ DAC

Figure 4.12: Block diagram for BP CAXM with integrators replaced by resonators that cannot implement desired

equivalentH (z).

contain ans? or s° term, yet each is required in (4.25). Early designs [Thu91] suffered

from this problem. O

One solution is to use resonators with a low pass term included in the nume(ator+

B)/(s*+w?). A second elegant solution first proposed in [Sho94] and [Sho95] is to use resonators
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As/(s?+w?) with two different types of feedback DAC, leading to the so-caffedti-feedback ar-
chitecturein Figure 4.13. There, the DACs are return-to-zero (RZ), which(hag) = (0,0.5) in

N As As
a(t) o maE e e s f y(n)
k4r I(4h k2r k2h
HRZ DAC <+
Rz DAC <

Figure 4.13: Multi-feedback BP CAX.M architecture.

(4.4), and half-delayed return-to-zero (HR@&), 3) = (0.5, 1). The three types of DAC mentioned
so far are depicted in Figure 4.14. All are easy to fabricate in an ECL-style latched comparator, a

1 1 IT

T T. | T,
. ,0<t<T, L,0<t<T,/2 1, T,/2<t<T,
Fnrz(t) = . Frz(t) = . / farz(t) = / .
0, otherwise 0, otherwise 0, otherwise
R 1— e*STs R 1— efsTs/Z N -~ 51 — G*STS/Z
Rnrz(s) = — Rrz(s) = ————— Rurz(s) = e *T°/? 5

Figure 4.14: Common DAC pulse types.

typical circuit diagram of which is shown in Figure 4.15. By diode-connecting the final differential
pair rather than cross-coupling them [Gao98a], an RZ rather than an NRZ waveform is output. In
the multi-feedback architecture, we could have used any two of NRZ, RZ, and HRZ, or for that
matter any other two different pulses, but those three types are easiest to build in a practical circuit.

The numerator oﬁBp(s) implemented in Figure 4.13 can be set by alteringitibeefficients.

Example 4.6 We wish to find how to set thes so that the equivalelf{zp(2) is
that in (4.24); this is done by convertilngp(s) to thez-domain using Table 4.2 for
each DAC separately, then linearly combining the results and solving faistheécan
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be calculated that
{Kya, kng, kpa, kpo} = {—1.08678, —2.13388,0.45016, 1.48744} (4.26)

are thek values that implement (4.24) when the CT modulator uses RZ and HRZ
DACs. O

How does excess delay affect this design? Both leading DAC edges become delayed by
Exactly the same simulations were carried out for this BP modulator as were done in the previous
section (IBN and MSA), only instead of using a dc input to find the MSA, a sine wave ingyt4at
whose amplitude increases from 0 to 1 oigttime steps is used. Again, this method is rapid, and
we find it to gives similar results to using a sine wave input with fixed amplitudes and frequencies
near f,/4, simulating for many cycles to see if the modulator remains stable, then increasing the
amplitude and repeating the simulation.

The resulting DR as a function af; is plotted in Figure 4.16(a); for comparison, the results
from Figure 4.10 for the double integration modulator are overlaid with dashed lines. Interestingly,
the two designs perform the same until about about 30% excess delay, at which point the BP design

becomes more severely affected; the exact reason for this is unclear to the author. It goes unstable
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Figure 4.16: (a) Dynamic range for multi-feedback BP &M, with comparison to double integration results. (b)

Same graph with OSR as independent variable; numbers on curvesargy.

for about 50% excess delay. These results do not change if a different pair of DAC pulses are
selected. Figure 4.16(b) plots the same results only with OSR as the independent variable; the
parameter on the curves is the productrgfand fy, the Nyquist rate. Thus, for example, a
modulator with a desiredy = 2MHz and a fixed delay of; = 1ns hasy x fy = 1073 = 0.1%,
and the DR at a given clock spe¢gd= OSR- f» may be found from the graph.

Previous examinations of this modulator [Sho§8,1.4], [Gao97a] which found 25% delay
required for instability made two errors. First, the modifiedransform was used which led to
an incorrectizp(z, 74). Second, simulations were carried out with a large fixed-amplitude tone,
which fails to take into account the changing modulator MSA with increasing delay.

4.4 Higher-Order Modulators

We now turn to the effects of excess loop delay for low passXCMs of order higher than two.
This has been examined cursorily using the modiffettansform in [Hor90], but nowhere else

to the author’s knowledge. The architecture we will consider is a generalization of Figure 4.11
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which was first shown in Figure 2.6, reproduced here with CT integrators in Figure 4.17. It is

a(t) E

1 1
s o s | g ;F y(n

DAC

Figure 4.17: Block diagram for general high-order LP GXM .

straightforwardly realizable in VLSI with transconductors, integrators, and differential pair DACs
as in Figure 4.1. The loop filter realized by this architecture/for 2 is
1 -0, Bi(3)

S

(4.27)

(4.27) shows that the purpose of tBes is to allow us to implement NTE) zeros at places other
thandc (i.e.z = 1).

Four types of high-order modulators were designed using NTF prototyping. The NTFs used
had

e Third-order Butterworth poles, all zerosat 1;

e Third-order Butterworth poles, optimally-spread zeros;
e Fourth-order Butterworth poles, optimally-spread zeros;
e Fifth-order Chebyshev poles, optimally-spread zeros.

The spread-zero modulators had zeros placed according to [Sch93] so that IBN would be mini-
mized for a given OSR. Modulators with out-of-band gains (OOBGs) of 1.3, 1.4, 1.5, and 1.6 were
all designed—higher OOBG means lower IBN at the price of MSA [Nor97, Chap. 4].

Example 4.7 We demonstrate this quickly for a fifth-order Chebyshev modulator
with zeros spread assuming OSR 64. Figure 4.18(a) shows that IBN falls from
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Figure 4.18: Effect of out-of-band-gain on fifth-order Chebyshev modulator: (a) IBN, (b) MSA.

—116dB for OOBG = 1.3 down to—131dB for OOBG = 1.6. At the same time,

MSA falls from about 0.79 to about 0.51. Note that IBN is plotted on a logarithmic
scale but MSA is on a linear scale; DR increases from 17.4 to 19.3 bits over that range
of OOBG. O

The DR as a function of excess loop delay for NRZ DAC pulses and OSRs of both 32 and 64
are summarized in the graphs in Figure 4.19. The results are most intriguing. The modulators with
OOBG = 1.3 remain stable even for one full sample excess delay, and moreover they only suffer
a dynamic range loss of between two and three bits. This contrasts starkly with the results for
the second-order LP and fourth-order BP circuits. Increasing OOBG results in modulators which
have generally better resolution at no delay, but which become unstable for less excess delay. This
makes perfect sense: higher OOBG means a generally less-Atébhleand in fact we see the
needed for instability is roughly inversely proportional to OOBG. This suggests that higher-order
modulators enjoy an advantage over the lower-order ones: the existence of a parameter, OOBG,
which we may select according to our resolutaond excess delay imperviousness requirements,
though only extremely recently has anyone published a high-speesP@®1 design with an order
higher than two (recall [Mor98] in Table 3.1). To be fair, aranvary the OOBG in a second-order
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Figure 4.20: Dynamic range for sixth-order BP @M. Numbers on curves are OOBG values.

LP AYXM, but itis rarely done in practise.

For interest’s sake, a sixth-ordgr/4 BP design was also tested by taking the low pass NTF
with third-order Butterworth poles and three dc zeros and transforming it to a band pass design
usingz~! — —2z~2. This can be implemented using the multi-feedback architecture in Figure 4.13
with a third resonator and an additional feedback coefficient for each DAC. DR is plotted against
74 In Figure 4.20. Comparing these curves to those of the equivalent third-order LP design (the
upper-left graph of Figure 4.19) illustrates behavior like that in Figure 4.16: the BP curves have
the same shape as those of the LP curves for low excess delay, but they become unstable sooner
as excess delay increases. Significantly, the LP modulator with O9B@ was stable for a full
sample of excess delay, while the same BP modulator is only stable upusati.65.

In conclusion, LP modulators of order higher than two let us choose OOBG as an anti-delay
measure at the cost of resolution. High-order multi-feedback BP modulators do likewise, though

their immunity to excess delay isn't as good as in their LP countefpdttis believed that these

4The Matlab code written to do the transformations was unfortunately not sophisticated enough to handle BP
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Figure 4.21: Modulators with multibit quantizers: (a) second-order LP, (b) fourth-order BP.

results are new. Finally, in fairness, even though the resolution of some of the ideal modulators in
Figure 4.19 exceeds 16 bits, it is unlikely that GHz-speed modulators would achieve such a high
resolution because other nonidealities such as thermal noise and clock jitter will almost surely limit

performance more than quantization noise [Dia92a]. We will discuss these in the chapters to come.

4.5 Modulators with a Multibit Quantizer

Thus far, this study has simulated>Ms employing a single-bit quantizer. It is known that multibit
guantizers in DT designs improve stability, particularly for high-order designs [Nor97, Chap. 8]. If
the previous section is any guide, we can hope for an improvement in the immunity of CT designs
with a multibit quantizer to excess delay. The author has not seen this studied elsewhere.

There is some improvement, but not a lot. Figure 4.21(a) shows the DR against excess delay
for the second-order LP modulator for OSR64, while Figure 4.21(b) is for the fourth-order BP
modulator. The thick lines are from Figure 4.10 and Figure 4.16, the results for a 2-level (1-bit)

modulators with non-coincident NTF zeros, though it seems reasonable to assume the results for such modulators
would echo those seen in Figure 4.20.
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guantizer, and the other lines are for 3-, 4-, 8-, and 16-level (1.5-, 2-, 3-, and 4-bit) quantizers.
Generally, DR improves with quantizer resolution as expected, and furthermorgrénege over

which the modulators remain stable improves a little with increasing quantizer resolution. Similar
results are seen for the high-order LP modulators as for the second-order LP modulator. We see
the fourth-order BP circuit can be stable fqrclose to 0.7 with a 4-bit quantizer compared to 0.5

for a 1-bit quantizer. Again, similar results are seen for the sixth-order BP modulator.

We noted in§3.1.2 the traditional problem in multibit designs: any level mismatches in the
multibit feedback DAC are directly input-referred, thereby limiting the achievable performance.
Implementing either DEM or digital post-correction on the same chip as the modulator might be
a problem because both would require digital circuitry switching, atvhich would cause a great
deal of switching noise that might couple through the substrate into the forward modulator cir-
cuitry and degrade performance. Moreover, DEM would mean switching circuitry in the feedback
path, which would add excess delay. Multibit quantizers are attractive both for stability and for
reducing jitter sensitivity [Ada98], something we consider further next chapter, though no one has
yet attempted to build a high-speed Q=M with a multibit quantizer probably because of the
difficulties just mentioned.

4.6 Compensating for Excess Loop Delay

We have seen that it is possible to make a modulator immune to excess delay by choosing its
OOBG appropriately. However, there exist methods of actually compensating for delay. We turn
now to discussing them for single-bit designs, though the results are equally applicable to multibit
designs. We explore some past proposals in more detail than previously reported and also suggest

some new methods.

4.6.1 DAC Pulse Selection

In §4.2, we considered the second-order AEM with NRZ DAC pulses. A problem with this

kind of pulse is that any excess loop defgy> 0 causes? > 1, which means the end of the pulse
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extends beyond = 1. We saw in equations (4.15) through (4.19) that this increases the order
of the resulting equivalentZ(z): in (4.19), H(z) has the two poles at = 1, but it acquires an
additional pole at = 0 for 7, > 0. Thus, the second-order modulator we tried to build actually
has athird order loop filte?. In general, in any CT modulator with enough excess delay to push
the falling DAC pulse edge past= 1, the order of the equivalent DT loop filter is one higher
than the order of the CT loop filter. Thus, a multi-feedback BP modulator using either an NRZ or
HRZ pulse increases in order, as do the higher-order LP modulatorsi#aghwith NRZ DACs.
Another way to think about this increase in order is that it adds intersymbol interference: the DAC
pulse from a previous symbol overlaps the current one.

If we were to use DAC pulses with < 1, then the pulses would extend past 1 only if the

condition

Ta>1-p (4.28)
held. This suggests the following for the second-order LP modulator in Figure 4.11: if we used
an RZ DAC instead of an NRZ DAQH (z) would remain second-order fag < 0.5. If we knew

exactly whatr; was, we could select the feedback coefficigiits &, } to get exactly the equivalent
H(z) from (4.7).

Example 4.8 For Figure 4.11, the loop filter is

H(S) _ kQ + le

. (4.29)

52

Applying Table 4.2 to the partial fraction expansion of thisfaer 3) = (74, 74 + 0.5)
gives

[4k1 + kg(g — 47}1)]2 + [—4k1 + kg(l + 4Td)]
8(z—1)2 '
We wish for this to equal (4.7); equating powerszoin the numerator and solving

H(z,1q) = (4.30)

yields
5)
{kg, kl} = {—2, —5 — 27}1}. (431)

SFor smallty, the NTF has a pole and a zero close to one another which almost cancel, so the design appears
approximately second-order in that case.
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Thus, for a giverr, < 0.5 and RZ DAC pulses, we can make Qﬂ(s) match exactly

the desiredd (z) by tuningthe parametek;. In the particular circuit of Figure 4.1,

this is accomplished by changing the value of the current source in the rightmost dif-
ferential pair DAC. O

It has long been recognized that it is sensible to use RZ DAC pulses in low pass ®B
[Ada86, Com91, Cha92, Nar94, Mit95]. Apart from the immunity to excess delay it afford us, an
RZ DAC also alleviates intersymbol interference problems caused by asymmetric DAC pulse rise
and fall times [Ada86]. However, the differential circuit architecture of Figure 4.1 also avoids this
asymmetry even with NRZ pulses [Jen95].

4.6.2 Feedback Coefficient Tuning

As we have noted, if there exists enough excess delay to push the falling edge of a DAC pulse
pastt = 1, the modulator order increases by one. Therefore, there withbe 1 coefficients
in the numerator of the equivaleft(z); with only m feedback coefficients, the system is not
fully controllable via thesé:s alone. Previous examinations of loop delayfifid BP AYXMs
(notably [Sh096§$3.1.4] and [Gao97a]) have studied the system in Figure 4.13 using the modified
Z-transform and found the number of parameters in the numeratorTfie multi-feedback archi-
tecture achieves a numerator coefficient of 0 fortheterm only because of perfect cancellation
in ther,; = 0 case. Fory # 0 the cancellation is ruined so the coefficientzof is nonzero, yet
the modifiedZ-transform incorrectly finds it to remain zero. There are actually 1 rather than
m numerator coefficients fof, /4 BP modulators with excess delay.

Even though delay causirity> 1 means the system cannot be controlled perfectly withkthe
somedegree of control can be exercised. We demonstrate the helpfulness of this on the fourth-order

multi-feedback modulator in Figure 4.13.

Example 4.9 Suppose there is a fixed excess delay 0t 35%: Figure 4.16
shows that for OSR= 64, a DR of 9.9 bits is achieved using the nomikalalues in
(4.26). Itis found that IBN= —78dB and MSA= (.34 at this7,.
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Figure 4.22: Fourth-ordef; /4 BP CT AXM performance ap; = 35% delay with feedback coefficient tuning.
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Figure 4.23: Multi-feedback BP modulator dynamic range witianing.

Figure 4.22 shows how the performance of the modulator is affected whéis the
are tuned one at a time away from their nominal values. By adopting a steepest-descent
tuning approach where eaéhis tuned iteratively until the DR is maximized, we find
that it is possible to improve the DR from 9.9 bits to 11.3 bits, stilta& 0.35. The
IBN and MSA are both improved, IBN te-79dB and MSA to 0.74. Thé& values

which give this performance are approximately
{]{7,«4, ]{77«2, kh47 k’hg} == {—087, —]_83, 048, 189} (432)

The tuned: performance is still not as good as the 13 bits achieved at no excess delay

in Figure 4.16, but it is an improvement compared to the untingerformance. O

An interesting thing happens when we tune ts¢o maximize performance over a wide range

of excess delay values. To wit:

Example 4.10 Figure 4.23 compares the modulator DR for untuhg@érameters
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from Figure 4.16 and tunet parameters where the steepest-descent algorithm was
applied for several different values of excess delay between 0 and 1. We see that it is
possible to findk values which keep the modulator stable for the entire rangeg.of
What is perhaps more surprising is that performance worsens up to 50% excess delay,
but then actually starts to improve again until there is a full sample delay, whereupon
the performance becomes as good as it was for no delay at all! How can this apparently
incongruous result be true?

RecallHpp(2) in (4.24): the numerator was 2 + z%. Thez 2 means there is a
two-sample delay in the feedback; evexy:M must have at least one sample of delay
in order to be causal. We found the equivaléf@tp(s) in (4.25); the two-sample delay

is implicit in this equation. Note that

2z 24274 227t 428

This suggests we could place a digital latch that provides one sample of deldy (
prior to the DACs, and then find the equivaldii(s) for the H(z) with numerator
2271+ 273, In other words, we have two choices for building a two-sample delay into
the CT feedback loop: by matching to &f(z) with two delays in the numeratooy
by providing a latch which adds one delay and matching té/&n) with one delay in
the numerator. These are denoted, respectivelgdgh@mndone digital delayschemes
in [Sho96]. This choice is peculiar tfy/4 BP modulators; it does not exist for LP
modulators or BP modulators at a different frequency because they invariably have a
nonzeroz~! term in the numerator, and therefaf z) would become non-causal if
we were to factor out a—! as we did in (4.33).

For each scheme, it is possible to find analytically the feedackhich imple-
ment the desired/ (z):

{—1.0868, —2.1339, 0.4502, 1.4874}, zero digital delay,

{—0.4502, —0.6339, 1.0868,2.9874}, one digital delay,
(4.34)

{k7"47 k??a kh/la khZ} — {
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where the first set ofs is from (4.26). The reason for the identical DR performance
observed at bothy; = 0 andr; = 1 is now clear: forr; = 1, the optimalks are those

in the second row of (4.34), and the steepest-descent algorithm turns out to converge
to values close to those. For 7, < 1, theks for optimal DR lie in between the zero

and one digital delay values—compare, for example, (4.32)fef 0.35 to (4.34)—
though unfortunately the relationship betwegmand theks which optimize DR is not
linear. For example, for, = 0.5, picking k£ values that lie exactly half way between

the values in (4.34) leads to DR 9.2 bits, though the steepest-descent algorithm

found % values to make a modulator with DR 10.8 bits. O

Figure 4.23 is strong encouragement to desigrkth be tunable, possibly even for on-line cali-
bration against process and temperature variations. How to design a tuning algorithm to maximize
DR that works on-chip, perhaps even while the modulator is operating, is an interesting topic for

future research.

4.6.3 Additional Feedback Parameters

If 3 > 1 causes the modulator order to increase frorto m + 1, and we only haven feedback
coefficients, then it stands to reason that employing an additional feedback should restore full con-
trollability to the system. This has been suggested in [Ben97]: in the block diagram of Figure 4.11,
a third NRZ feedback was added whose output goes directly to a summing node after the second
integrator (that is, immediately prior to the quantizer). To use this approach in a circuit architecture
like Figure 4.1, where the quantizer input must be a voltage but summation is done with currents,
we would have to add a transconductor followed by a current-to-voltage converter in between the
second op amp and quantizer.

We can avoid adding components in the forwa&x8M path by using an additional feedback
with a differentkind of DAC pulse. This is akin to the multiple feedbacks in the multi-feedback
BP circuit, but it is believed that this has not been suggested previously for delay compensation in

LP modulators.
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Example 4.11 Consider again Figure 4.11: let us denote its NRZ feedback
parameterg,,, = k, andk,; = k;, and let us suppose there is a third feedback which
goes to the same summing nodekgs. an HRZ DAC with coefficient,;. The z-
domain equivalents for the NRZ pulses with excess delay have already been found in
(4.17) and (4.18); to generalize them to feedbdgksandk,,, instead of-1.5 and—1
is a trivial change to those equations. For an HRZ pulse delayed, ltlge z-domain

equivalent is
@ N kh1(05 —Td) —I—Zil ]{Ithd

. o] G-l (4.35)
Combining this with (4.17) and (4.18) yields
2

z(z —1)?
where{ys, y1,yo} are expressions involvingk,,», k.1, kn1, 74} We wish for the nu-
merator of this to equal 222 + » from (4.7), and Maple can be used to solve symbol-

ically for the k values:

2

_ Tgt2

an - 7-42727
4 3 2

o —Td+47'd—127-d—|—107'd+4
knl — 7572 y (437)
b — T =473 41372 — 12742
hl — 2 9

4
Therefore, given the excess delay we can get exactly th& (z) in (4.7) by tuning
the feedbacks to the values given in (4.37).

We could also use an HRZ pulse fed back to the first summer; this would give
us different equations from (4.37), but it would still be possible to achievéftfg
in (4.7). However, we couldot use an RZ pulse in place of an HRZ pulse. This is
because for; < 0.5, the RZ pulse would not contribute tg in (4.36): onlyk,, and
k,1 would, and thus to sef, = 0 (as (4.7) dictates) would requitg, = k,; = 0,
which renders the feedback inoperational. O

How do we add an additional parameter to the BP multi-feedback architecture for delay com-

pensation? Interestingly, adding an NRZ pulse to Figure 4.13 turns out not to work. This is because
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an NRZ pulse is a linear combination of RZ and HRZ pulses, so its feedback parameters are not
independent. An independent pulse is needed—for example a pulséawith = (0.25,1) in
combination with any two of NRZ, RZ, and HRZ—but generating a pulse other than these latter
three might be nontrivial at high speed.

4.7 Summary

Excess loop delay in a CAYXM is a delay between the sampling clock edge and the change in
output bit as seen at the feedback point in the modulator. It arises because of the nonzero switch-
ing time of the transistors in the feedback path, and is significant because it alters the equivalence
between the CT and DT representations of the loop filtEfs) and H(z). Its effect on perfor-

mance is noticeable if the sampling clock speed is an appreciable fraction (10% or more) of the
maximum transistor switching speed; this is becoming more likely nowadays as desired conversion
bandwidths increase and delta-sigma modulation with an aggressively-high clock rate relative to
the transistor switching speed is considered for the converter architecture.

If excess delay is not designed for, then as excess delay increases as a fraction of the clock
period, second-order LP and fourth-ordgief4 BP modulators will suffer in terms of in-band noise,
maximum stable input amplitude, and dynamic range. Higher-order LP designs seem more robust
if designed using NTF prototyping because there is a parameter, the out-of-band gain, which can
be selected to give some immunity to excess delay. Higher-order BP designs are also more robust
than lower-order ones, but a multi-feedbat;K4 BP design is always found to be less immune
to excess delay than the corresponding LP design. The use of a multibit quantizer is somewhat
helpful, though incorporating the usually-needed correction circuitry for a feedback DAC with
mismatched levels is nontrivial for high-speed designs.

It is sensible—nay, imperative—to recognize the presence of excess delay and take it into
account in the design process. Choosing the right DAC pulse shape in combination with tuning of
the feedback parameters (either in the design phase or automatically on-line) can greatly mitigate

the performance loss due to delay. In fact, taking excess delay into account renders it effectively a
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nonproblem. Our study has contributed a number of useful new results: we use a transformation
method which treats the delay as occurring after the quantizer, not before as the madified
transform does; we consider both the change in naeMSA with delay; we show how delay
affects high-order designs, as well as multibit designs; and we demonstrate compensation methods
based on RZ DAC pulses and additional feedbacks using independent DAC pulses.
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Chapter 5

Clock Jitter

Timing jitter in the quantizer clock, usually called clock jitter, is an important mechanism of per-
formance degradation in CAXMs. It is a more severe problem than in DT designs for a reason

that can be understood as follows. On the left of Figure 5.1, a typical circuit voltage waveform for

DT CT
N I :ch
et M Sk
At At

Figure 5.1: Clock jitter effect in DT vs. CT design.

an SC DTAXM is depicted. Most of the charge transfer occurs at the start of the clock period so
that the amount of charg&q, lost due to a timing error is relatively small. By contrast, the right of
Figure 5.1 shows the DAC output currents in a CT circuit such as Figure 4.1; here, charge is trans-
ferred at a constant rate over a clock period, and so chargélggsom the same timing error is a
larger proportion of the total charge. Moreover, in a DT design, jitter in the input sample-and-hold
(S/H) clock means only the input waveform is affected. In a CT design, the sampling occurs at the
quantizer rather than the input, which means the jitter affects the sum of the input plus quantization
noise—a signal with considerably more power than the input alone. Henc&X®As are more

sensitive to clock jitter than DT designs [vdZ96].

89
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Clock jitter causes a slight random variation in the amount of charge fed back per clock cycle.
Put another way, it is akin to adding a random phase modulation to the output bit stream. In an
oversampled converter, the spectrum of the output stream is very noisy outside the (narrow) signal
band; a random phase modulation causes the noise outside the signal band to fold into the signal
band, raising the converter noise floor and degrading its resolution. The aim of this chapter is to
guantify this degradation given a phase noise specification for a typical on-chip VCO so that given
the desired resolution of a fully-integrated delta-sigma data converter with an on-chip clock, the
maximume-allowable phase noise for a given clock frequency might be determined. The majority of
past work [Har90], [Dia92&4], [Ris94,§C.4.3], [vdZ96 §lI.C] treats jitter as white; our treatment
of nonwhite jitter in§5.3 is believed to be the first comprehensive one. This chapter and the next
have been accepted for publication as a journal paper [Che99a].

5.1 Preliminaries

We introduce the architecture of the modulators used in this study and describe the method used to

simulate their behavior.

5.1.1 Modulator Architecture

A block diagram of the architecture is shown in Figure 5.2. It is similar to Figure 4.17, only more

Bl BZ Bm
00 =2 &9 == & = (D= G . + o
krm I(hm kr(m-l) kh(m-l) krl khl
---- ‘ HRZ DAC <+
---- RZ DAC (=

Figure 5.2: Block diagram for general QYXM architecture.
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generalized. Each of the gain bloakg(s) will typically be the same except possibly for the gains;

thus, for a low pass modulator, the blocks can be represented with continuous-time integrators

A-
(g) = A
GZ(S) STS (5 )
and for a band pass modulator, they will be resonators
AZ'STS
Gils) = e o (52)

Without loss of generality, we will sometimes assume the sampling frequerf¢y=id Hz, which
simplifies the notation in (5.1) and (5.2) by makiihg= 1. Modulator behavior is unchanged so
long as the proper scaling is applied to all circuit parameters.

The quantizer drives two separate DACs of the RZ and HRZ varieties whose levels at feedback
points are set by coefficient&,,, kr(m-1y, - - - kr1} @nd{knm, knm-1), - - ., kn1 }, respectively. A
modulator with an NRZ DAC can be effected by setting= k;;, while one with an RZ DAC only
would have allk;,; = 0. We have both types of DAC in Figure 5.2 separately tunable for when we

wish to implement multi-feedback BP modulators.

5.1.2 Simulation Method

The time-domain state equations are coded in a C program and integrated numerically using a vari-
able time step fourth-order Runge-Kutta (RK4) method [Pre92]. For example, for an LP modulator

with gain blocks given by (5.1), the state equations are

(5.3)

1de; | Biry+-+-+ Bpap + kpy +u, i=1
A dt

Tic1 + kmy1-iy, 1=2,...,m

wherek; = k,; during the first half of a period ang = k,; during the second half. At every clock-

ing instant, the quantizer output is evaluated; the power spectruvnaftput bits is calculated by

the program using the periodogram of the FFT, and periodograms from any number of runs with
random initial states may be averaged to yield a fairly smooth spectrum from which the SNR may
be found.

Moreover, certain nonidealities of interest in this chapter are implemented. In particular:
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e the sampling instant can be affected by jitter;

e the DAC pulses can be delayed to model the finite speed of the transistors in the feedback

path, and they can have nonzero rise time to model the finite gain of the transistors;
e the quantizer can exhibit hysteresis and/or metastability.

This latter item will be important in Chapter 6; in this chapter a quantizer with no metastability is
assumed. Other nonidealities such as integrators with finite dc gains (or resonators withdjnite
and finite gain block output swing could also be modeled without much difficulty.

The principal advantage of using C is that it runs very fast compared to, for example, block-
diagram level simulation in a circuit simulator like SPICE, though it is slower to code. Presently we
show that we can get acceptable agreement between the program and a transistor-level simulation
in SPICE with several orders of magnitude increase in simulation speed. The effort spent on the
coding will appear justified.

5.2 Effect of Clock Jitter on an Ideal CT AYXM

Let us start with a review of the theory for white jitter. Suppose the sampling times are given by
t,=nTs+ B, n=0,1,...,N—1 (5.4)

and for the moment, let thé, be i.i.d. random variables with variano%. As noted in the intro-
duction, the effect of sample time jitter is to modulate the out-of-band noise in the output spectrum
into the signal band. This fills in the ideally infinitely-deep quantization noise notch with white
noise, which lowers the SNR and hence the converter resolution. Let us quantify this statement for
a couple of different cases.

5.2.1 LP Modulators with NRZ Feedback

Figure 5.2 can simulate low pass modulators with NRZ feedback by making the gain blocks inte-
grators as in (5.1) and settilg; = k;,; = k;. If all the integrators have gain; = 1, the loop filter
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implemented by the circuit fan > 2 is (4.27):

. Zr; (%)Z[kl o Zz’_—zl ki;B‘]
H(s) = : 1 _5sm Bj(ll)z —
i=1 i

S

(5.5)

We can choose a loop filtdi (z) in the DT domain using any method we please and transform it
to the equivalenﬁ(s) as we did in Chapter 4. It is then a trivial matter to pickandB; in (5.5).

Example 5.2 We have already noted that the standard double-integration mod-
ulator has a DT loop transfer functidii(z) and equivalent CTH (s) for NRZ DAC
pulses given by

—2z+1 - —1.5s -1
whereT, = 1 for simplicity. For integrators with gainA;, A,} = {1, 1},
{k2, b1} = {—1,-1.5}, {Bi1, B} = {0,0} (5.7)
are found from (5.5). O

Example 5.2 A third-order modulator designed using NTF prototyping where
NTF(z) has Butterworth poles, an out-of-band gain of 1.5, and zeros spread to mini-
mize quantization noise in the signal band assuming @SR can be found to have
H(z) andH(s) for NRZ DAC pulses given by

~ —0.78742% + 1.3085z — 0.5569

H() = 55 0017 4 2.0912: - 1
o ﬁ(s) _ —0.67028;1%.20%%7838— 0.0458 (5.8)
Choosing all integrator gains to be 1 yields
{k1, ko, k3} = {—0.0831, —0.5021, —1.4659},
{By, By, B3} = {0,—5.7830 x 1073, 0}. (5.9)

If we were interested in actually building this, we might find the range of these values

(from 0.5 x 103 up to 1.5) too wide to be practical. Choosing the integrator gains as
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{A1, As, A3} = {0.2,0.2, 1} instead gives a smaller spread in the resultingnd B;.
Rewriting (5.5) forA; # 1 and solving gives

{ky, ko, ks} = {—1.0479, —1.2033, —0.6702},
{Bl, Bz, Bg} = {0, —0]_446, 0} (510)

Of course, for the purposes of simulation, either will work. O

Performing the same calculation for fourth-order Butterworth pole and fifth-order Chebyshev
pole NTFs both with out-of-band gain 1.5 and optimally-spread zeros, and simulating those sys-
tems with different values of jitter standard deviation results in the output spectra shown in
Figure 5.3. These are 256 averaged 8192-point Hann-windowed periodogramsweh@sespan
a frequency range from 0 tfi/32. The input tone was-20dB relative to full scale in bin 19
(2.32 x 1073 f,). The, were normally-distributed. We indeed see the deep notch in the quantiza-
tion noise gradually filled in with white noise with a power proportional @dog;,, (o3 /75)>.

This behavior can be explained by considering Figure 5.4. The output bit stream with jitter
shown in the top diagram is equivalent to the sum of an unjittered bit stream (the middle diagram)
and a stream of pulses, which we call #@or sequenceresulting from the jitter (the bottom
diagram). By the linearity of the FFT, the output spectrum of the top signal must be the sum of the

spectra of the bottom two signals. The error sequence can be written as [Ris94]

exnz(n) = [y(n) — y(n — 1)1% (5.11)

wherey(n) is thenth output bit. For wideband uncorrelated jitter, this error will be almost white,

in which case we may write

2
o
2 2
o, X0 b

. 5y X T2 (5.12)
in other words, the variance of the error sequence is the product of the variafwe=ofj(n) —
y(n — 1) and the jitter variance relative to the clock period. Rooutput bits, we expect the noise
per periodogram bin to be

202 . 252
101og,, (M> — 7.27dB (5.13)
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Figure 5.3: Output spectra for NRZ LP modulators with clock jitter.
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Figure 5.4: Equivalent representations of a jittered bit stream.

Table 5.1: Simulated and calculated LP NRZ modulator performanes;fer 10-2T} in Figure 5.3.

Modulator Osy Baseband noise per bin SNR for OSR= 32
Simulated| Simulated| Calculated, eq. (5.13) Simulated| Calculated, eq. (5.14

Double integration 1.674 —75.8dB —75.9dB 27.5dB 27.6dB

3rd order Butterworthh  1.750 —75.6dB —75.5dB 27.3dB 27.2dB

4th order Butterworth|  1.739 —175.5dB —75.6dB 27.4dB 27.2dB

5th order Chebyshev| 1.731 —175.5dB —75.6dB 27.5dB 27.3dB

where the factors of 2 in the numerator arise because we are taking the one-sided power spec-
trum and where 7.27 is the sum tilog,,2 = 3.01dB (the power spectrum is rms power) and
10log,, 0.375 = 4.26dB (0.375 is the gain of a Hann window). Moreover, if the SNR in base-
band is completely limited by white jitter noise rather than noise-shaped quantization noise, we
can write [Ris94]

wda (5.14)
o5, (7)?

Table 5.1 shows the agreement between calculated and simulated values of (5.13) and (5.14) for

SNRNRZ =10 lOglO

the four modulators in Figure 5.3. The theory for low pass NRZ modulators is confirmed by our
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simulation.

5.2.2 Modulators with RZ and/or HRZ Feedback

It is possible to build LP modulators that use feedback other than NRZ, for example, RZ feed-
back. Indeed, as we saw last chapter, RZ DAC waveforms are beneficial for reducing intersymbol
interference and excess delay problems, so we might prefer them over NRZ DACs. As well, multi-
feedback BP modulators use both RZ and HRZ DACs in the same circuit. How does jitter affect
the spectrum of a modulator using RZ (and possibly HRZ) DACs? This problem has not previously
been considered; it is believed that the material here is new. Let us first choose circuit coefficients

for typical modulators.

Example 5.3 The CT loop filterH (s) for a double integration LP modulator with
RZ DAC pulses can be found froif (z) to be

—2z4+1 - —2.58 —2
Picking the integrator gains to be 1 and g to be zero leaves

{k27 kl} = {_27 _25}7 (516)
which we found in (4.31) for, = 0. O

Example 5.4 We considered the design of a fourth-orgier4 BP modulator in
Example 4.6 already. The feedback coefficients for resonators in (4.26) were

{kyoy k1, kno, bt} = {—1.0868, —2.1339, 0.4502, 1.4874}, (5.17)

and these are correct for resonators with gaias, As} = {7/2,7/2} andwy, = 7/2
in (5.2). O

Output spectra for simulations of each system are shown in Figure 5.5. Once again, these

are 256 averaged 8192-point Hann-windowed periodograms. For a jitter standard dewjation
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Figure 5.5: Output spectra for (a) LP RZ and (b) BP RZ/HRZ modulators.

1027, we found a baseband noise-65.8dB per bin in the double integration NRZ modulator,
while for the double integration RZ modulator in Figure 5.5(a) the valu€7is.3dB, and for the
BP modulator in Figure 5.5(b) the value-i$6.7dB. Where do the new values come from?

Figure 5.6 shows the same bit sequefiee, +1, —1, +1, —1} as output by the same modulator

RZ & HRZ

Figure 5.6: Error sequence energy in different types of modulator.

with three different DACs: NRZ, RZ, and a combination of both RZ and HRZ DACs. The solid

rectangles show edges which are affected by jitter. We may distinguish the three cases as follows.
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e In an NRZ modulator, jitter only matters when the output changes sign—the error sequence
enxrz(n) is nonzero only at those times, c.f. (5.11). The energy in the error sequence is
proportional tody*> = [y(n) — y(n — 1)]* = 4 for a modulator with+1 outputs. For the
double integration NRZ modulator in Table 5.1 we foung = 1.673, and the formula for

variance is 5502
b2 = L0 = ANy,
v N -1 N
for large N where N, is the actual number of output bit transitions. We hayg = 2.80

(5.18)

and can estimat®’s, /N = o3, /4 = 0.70 for that modulator.

¢ In an RZ modulator, both the rising and the falling edge of the pulse @saryclock cycle,
so jitter affects a total 02 NV edges. The energy per edgd-sl — 0]> = 1, one quarter as
much as in the NRZ case. But now, energy is being transferred over only half a clock cycle;

o is therefore twice as large relative to the energy transfer period in an RZ modulator.

¢ In a modulator employing RZ and HRZ pulses of opposite sign, as is the case in a multi-
feedback BP modulator, there are ndwedges at half clock cycles when going from the
RZ to the HRZ pulse, and edges at half cycles where the outpuj(bits 1) andy(n) are
the same. These edges have energy 4 as in the NRZ case; 8tlvice as large relative
to the energy transfer period as in the RZ case. In simulation, weofind= 1.405 for
the BP modulator, so tha¥s,/N = 0.494 from (5.18). The total number of edges is then
N + N(1 - Nj,/N) = 1.506.

Taking all this into account, we may estimate an effective valu%pfn (5.12):

0.70N x4 = 2.80, NRZ
N T
02, =4 W92~ 800, RZ (5:49)

1.506 NV x4 % 22

6 — 2410, RZ&HRZ,

Therefore, we expect the RZ LP modulator tolbéog;, ,(8.00/2.80) = 4.6dB worse than the NRZ

LP modulator and the BP modulator to bélog,,(24.10/2.80) = 9.3dB worse than the NRZ LP
modulator. This is very close to what we observed (4.5dB and 9.2dB) in Figure 5.5. As a rule of
thumb, clock jitter lowers SNR by 6dB (1 bit) in RZ/HRZ vs. NRZ modulators.
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Figure 5.7: Unwindowed spectra of sine wave carriers sampled with jitter: (a) independent jitter, (b) accumulated

jitter.
5.3 Clocking with a VCO

Although it is interesting didactically, the analysis§s.2 is not terribly relevant in practice. The
problem is, if we are trying to use a high-speed GEM in a practical circuit it will likely be
clocked on-chip with an integrated VCO. Sampling instants as given in (5.4) are not what a real
VCO provides—the jitter instants, from a VCO are not well-modeled as i.i.d. random variables.
Figure 5.7(a) shows 256 averaged 8192-point unwindowed periodograms of a sine wave carrier
sampled by an ideal S/H four times per period (ife+~ fs/4) with a jittered clock given by (5.4)
andog = 10~*T;. That kind of jitter, which we will denoténdependent jitteradds white noise

skirts to the carrier. A VCO produces skirts that are nonwhite.

5.3.1 Modeling VCO Phase Noise

We can modify (5.4) to produce nonwhite skirts fairly easily using a result due to Berkovitz and

Rusnak [Ber92]. Suppose the sampling instants are instead given by

th=nTs+> B;,n=01,...,N—1 (5.20)

1=0
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Figure 5.8: Phase noise plot for accumulated jitter sampling of sine wave.

where; are still i.i.d. We denote thiaccumulated jittebecause it contains a running sum, and
a sine wave sampled four times per period with a jittered clock given by (5.20) has the spectrum
shown in Figure 5.7(b). Plotting the magnitude of the skirts relative to the carrier with a logarithmic
frequency scale, as is customarily done in a VCO phase noise plot, yields the graph in Figure 5.8,
where we have assumed the sine wave has a frequenty-oflGHz. The sideband power has a
1/f* dependence—exactly as is the case in an integrated VCO [Haj98]. A VCO alsalli#s a
region close to the carrier, and a white noise floor far from the carrier, but (5.20) at least gives a
reasonable approximation of a VCO phase noise over frequencies an intermediate distance from
the carrier. Phase noise in a VCO is usually specified.@aBc/Hz at an offsef,, from the carrier
f.. Happily, thisf, is usually in thel / f? region of the phase noise.

A typical achievable value of. is [Lee66, Dau98]

n. = —100 + 20 log,, f. dBc/Hz at 100kHz offset (5.21)

for f. in GHz. How can we relate this t@;? We are interested in the case fof= f;, since

for clocking aAXM, all that matters is the jitter of the zero crossings of the carrier, yet we are
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constrained mathematically in a periodogranyto< f,/2. However, it is found that altering the
ratio f./ fs moves the phase noise in Figure 5.8 proportionallytttvg,, f./ fs, SO we can use this
to extrapolate tof. = f,. After some experimentation with normally-distributgg it is found

that using
s [2x 1070
T g,

gives a phase noise of relative to the carrier af, offset fromf...

(5.22)

Therefore, we can simulate the effect of clockingaM with a VCO meeting a certain phase
noise spec by using sampling instants with accumulated jitter (5.20) and a variance given by (5.22).

5.3.2 Effect of Accumulated Jitter on Performance

Example output spectra for four different types of modulator are depicted in Figure 5.9. These are
the third-order Butterworth NRZ, fifth-order Chebyshev NRZ, double integration RZ, and fourth-
orderf,/4 multi-feedback BRAXMs from Figures 5.3 and 5.5. All simulations used= 10?7},

and for contrast both independemid accumulated jitter spectra are plotted compared to unjittered
spectra.

There are two traits in the accumulated jitter spectra worth noting. First, accumulated jitter
whitens the in-band spectrum in much the same way as independent jitter—this is not unexpected
becauseany clock spectral impurities will randomly modulate out-of-band noise into the signal
band. The white noise floor seems to be between about 1-5dB lower for accumulated jitter com-
pared to independent with the samg for a given modulator, simulations shows this number is
about constant for any values @f, input frequency, and input amplitude. Second, the dash-dot
lines on each graph show the spectrum of a sine wave with the same frequency as the input tone
that has been sampled by a S/H circuit clocked with the same clock as the quantizer. The skirts
on the tone appear directly in the output spectrum so long as they are higher than the white noise
floor. This, too, is logical.

Note the significance of the observatior§3.1 that the height of the skirts is proportional to
10logy, f¢/ fs: as the input tone moves to higher frequencies, the skirts become higher relative to

the tone. Thus, an LP modulator with a large tone close to the upper in-band frequency edge will
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Table 5.2: Performance effects of real VCO clocking on practical modulators.

Modulator o3/Ts OSR Ideal clock VCO clock
DR Peak SNR| DR Peak SNR
1GHz 3rd order Butterworth 2236 x107° | 32 | 73.2dB 73.3dB| 69.6dB 69.6dB
64 | 93.5dB 93.8dB| 90.5dB 89.2dB
2GHz 5th order Chebyshev 3.155x107° | 32 | 82.6dB 82.8dB| 79.8dB 79.1dB

64 | 114.5dB| 100.7dB| 101.6dB 92.1dB
3.2GHz double integration [Jen95]3.953 x 10~° | 32 62.7dB 56.3dB| 62.6dB 56.3dB
64 78.8dB 71.3dB| 79.0dB 71.4dB
4GHz 4th order BP [Gao98a] 4451 x 1075 | 32 63.2dB 56.4dB| 63.2dB 52.7dB
64 77.5dB 70.2dB| 77.3dB 55.3dB

have higher skirts and hence lower peak SNR than if the tone were close to dc. Moreoygf4 the
BP modulator’s performance is affected much more severely than any of the LP modulators, as is
apparent in the graphs. Shoaei observed skirts in the output spectrum of a BP modulator [Sho96,
§8.4], so he too was apparently using accumulated jitter, though his study is not nearly as detailed
as ours.

The o used in Figure 5.9 is unrealistically high for a practical VCO; it was used simply as
an illustration. In Table 5.2, we have shown how more realistigalues would affect the perfor-
mance of real high-speed CXXMs. We have characterized the dynamic range (DR) and peak

SNR of four modulators:

e a 1GHz-clocking third-order LP design with NRZ DAC pulses and Butterworth pole place-
ment in the NTF with gain 1.5 and spread zeros;

e a 2GHz fifth-order LP design with NRZ DAC pulses and Chebyshev pole placement in the
NTF with gain 1.5 and spread zeros;

e the 3.2GHz double integration modulator published in [Jen95], which has NRZ DAC pulses;
and
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e the 4GHz fourth-order BP multi-feedback modulator from [Gao98a] with a noise notch at
fs/4 =1GHz.

For each modulator, we used (5.21) to pick a reasonable valug @ifen f,, and (5.22) to find
os. Then, DR and peak SNR were measured from simulation of each modulator at two different
OSRs, 32 and 64. The modulators were simulated both with ideal (unjittered) and VCO (jittered)
clocks, and the input tone for the LP modulators is close to the upper band edge so that jitter skirts
will be most pronounced

Looking at the table, we may make the following comments. The ideal modulators have DR and
SNR limited by quantization noise only; for the modulators clocked with a VCO, the question is,
does jitter noise impose additional performance limitations? For the double integration modulator,
the answer is no: performance is still quantization-noise limited for the realistic vatueusfed.
For high-order modulators and/or high OSRs, the likelihood of being jitter-noise limited increases,
as is patrticularly clear in the fifth-order modulator with OSR64: more than two full bits of
DR are lost at this clock frequency. As well, modulators with center frequencies away from dc
suffer more greatly from jitter performance degradation, as we expect from Figure 5.9—note that
maximum SNR for the BP modulator is 4dB worse than ideal at GSB2 and 15dB worse at
OSR= 64.

An interesting thing happens when we combine the equations in this chapter to derive the
maximum-achievable DR for a VCO-clocked modulator with a phase-noise spec given by (5.21).
We assume that the in-band noise is completely white; the full calculation appé#érd iand the

result is equation (A.10),

Maximum DR (bits)~ 19 — 0.5log, fn, (5.23)

A quick check of the absolute; values in the table makes them appear suspicious: for example, the 4GHz
modulator had’s = 250ps andoz /T = 4.451 x 107>, which means; = 11.1fs. A typical Gbit-rate data generator
specs edge jitter at a value of a few ps, two to three orders of magnitude higher thap.ttri®wever, it must be
remembered that we are using accumulated jitter, (5.20), not white. This means the clock phase over hundreds of
cycles wanders significantly relative to a coherent reference; it is trivial to show thaiaétieick cycles, the phase is
a Gaussian random variable with variarNe?,. Theos /T values in the table are correct for a phase noise given by
(5.22).
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where f is the Nyquist rate expressed in MHz. This depeodly on desired conversion band-
width—it is independent of clock frequency so long as the VCO conforms to (5.21)! As an exam-
ple, a 32MHz converter has, = 64MHz, and (5.23) says VCO jitter will limit the performance to

no more than 16 bits in this band. But this is far more than the resolution achieved by the fast mod-
ulators in Table 3.2. Clearly, VCO phase noise is unlikely to be the limiting factor in a high-speed
modulator.

To conclude, the quality of integrated VCOs for cellular radio applications is good enough
that the DR of only very high-resolution wideband X¥-Ms would likely be affected. Fast BP
designs might be more problematic in terms of the peak SNR lost due to jitter skirts appearing on
the output tone. For [Gao98a] which does band pass conversion at 1GHz, we might think we can
address this by downconverting to a frequency of a couple hundred MHz and doing the ADC there
instead where the jitter skirts in&a>XM would be less severe; however, we must remember that
the downconversion operation itself must be done with a jittered clock, and this introduces skirts

on the tone in the mixing process.

5.4 Summary

Clock jitter adds a random phase modulation to the output bit stream which degrades performance
by whitening the quantization noise notch. Past treatments of jitter il&Ms have generally
treated jitter as wideband uncorrelated white noise, but this is not realistic for the casedfla
clocked with an on-chip VCO which has nonwhite phase noise skirts. This can lead not only to
in-band noise whitening, but also to skirts on the input tone in the output spectrum. We distill
the calculations into a single equation, (5.23), which allows us to estimate the maximum DR that
would result ifAXM performance was limited entirely by VCO phase noise. From it, we conclude
that for conversion bandwidths into the tens of MHz it is unlikely that typical VCO phase noise
would be severe enough to cause a noticeable DR degradation in a typical integrated low-order LP
CT AXM, though high-bandwidth high-order LP designs might present more of a problem and BP

designs suffer in terms of SNR, due to the higher skirts at higher input signal frequencies.



Chapter 6

Quantizer Metastabllity

Even with a perfectly uniform sampling clock, itis nonetheless possible for there to exist a variation
in the feedback charge. This happens because a real quantizer contains a regenerative circuit with
a finite regeneration gain. Therefore, quantizer inputs with a magnitude near zero will take longer
to resolve than inputs with a large magnitude—this is the classic problem of metastability in digital
latches. In a\XM, the input to the quantizer is decorrelated from the modulator input to the degree
that it appears random; hence, the times when the quantizer input is near zero also appear random.
This means that at certain unpredictable sampling instants, slightly more charge is transferred for
the previous clock period and slightly less for the next period. As with clock jitter, the effect is to
modulate out-of-band noise into the signal band and degrade converter resolution.

This was first identified by the author in [Che97]. The aim of this chapter is to greatly expand
on those results, which were only for a double integration modulator: we wish to generalize them to

different orders of modulator and study methods to overcome the effects of quantizer metastability.

6.1 Background

Before going too deep, we first chronicle how the importance of metastability was discovered. This
is to introduce a new method of simulating @QIXxMs, another idea first published by the author
[Che98a].

107
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Figure 6.1: Typical output spectra for (a) SPICE prototype, (b) C program using the same parameters.

6.1.1 Initial Observations

The author was studying an industrial high-speed double integratiohXCNT [Sch96b], an early
prototype of which was very similar in design to the modulator in Figure 4.1. The prototype
clocked atf, = 1GHz; a 16000-point Hann-windowed spectrum from a transistor-level SPICE
simulation is shown in Figure 6.1(a). The input tone waglB, and the SNR achieved for an

OSR of 32 was 44.2dB. From (3.3), an ideal double integratidgiM achieves SNR.x = 56dB,

and this happens at an input level of around¢idB. Therefore, the prototype appeared nonideal

by about two bits. Moreover, at an OSR of 64, the SNR only improved 3dB to 47.3dB—this
shows that the baseband noise is white rather than shaped at 15dB per octave of oversampling, as
we would expect for a second-ord&®M. A C program was written to model the SPICE circuit,
including such things as finite op amp gain and input resistance, nonzero excess delay, and nonzero
DAC pulse rise time. A typical spectrum for the same input conditions appears in Figure 6.1(b).
The spectrum looks similar except towards dc, where it continues to descend at 15dB/oct. Both
modulators had an unjittered clock, and past experience with SPICE taught us that it didn’'t seem
reasonable to attribute the SPICE results to, e.g., roundoff error. Why does the spectrum of the
SPICE simulation become white?
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6.1.2 z-Domain Extraction

The new simulation method exploits the bidirectionality of the DT/CT equivalence explained in
§4.1. For the general DT modulator in Figure 2.17 on page 28, we had a time-domain expression
for the quantizer input(n) in (2.12), reproduced here:

z(n) = in: apx(n — k) + in: bpu(n — k) + i cey(n — k). (6.1)

k=1 k=1 k=1
Recall that we are using the impulse-invariant transformation for DT/CT equivalence, which en-
forces the condition (4.1):
z(n) = Z(t)|i=nT, - (6.2)

Thus, (6.1) must hold for a CT modulator at sampling instants:

m

#(nTy) = 3 lai((n — K)T,) + beir((n — K)T3) + exi(n — K)T)]. (6.3)

k=1
This suggests the following: if we simulate a @QYXM and extract{z(nT5), a(nTs), §(nTy)},
then we ought to be able to fifd., by, ¢, } such that (2.15) is satisfied. This will give us the DT
equivalent for the CT modulator.

Example 6.1 During the 16000-clock cycle SPICE simulation of the prototype,
the values oft, u, andy at sampling instants were printed out. Using a least-squares
fitting approach in Matlab, the following best-fit DT difference equation was found for

the group of 50 consecutive samplesiohT;) = z(n) beginning at sample 700:

z(n) = 1.9835z(n—1) — 0.9886z(n —2) + 0.2319u(n —1)

(6.4)
— 0.2083y(n—1) + 0.0511y(n—2) + 0.0462y(n — 3),

e[l = 19.43mV, |[lglls = 4.914mV. (6.5)

The fitis not perfect, as evidenced by the nonzetp, and||<||; valuesin (6.5), which
are (respectively) the maximum and rms errors between the best:jiin (6.4) and
the z(nT) from SPICE.x(n) spans a range of abotit;00mV, so the rms errofie ||,

is about 1% of the full-scale range ofn).
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Taking theZ-transform of (6.4) and using (2.11), we find the loop transfer function

to be
—2.0000z=" + 0.490622 + 0.4436273

1 —1.98352"1 4 0.9886% 2
Thus, thez-domain extraction method allows us to see #he) actually implemented

H(z) = 0.1042

(6.6)

(as opposed to thél(z) we thought we had implemented) in a CYXM. (6.6) is
quite a bit different from théf (z) = (=22 +2%)/(1 — 2z *)? we desire in a double
integrationAYM. First, the ratio of the ! /2~2 numerator coefficients is closer tot
than—2, andz~3 is nonzero. Second, from (2.2) the polesHf:) are the zeros of
NTF(z), and factoring the denominator of (6.6) gives poles 0.994/+4.1°. Ideally,

this would bez = 1/0°. Using the group of 50 samples starting at sample 7000 yields
a best-fitr(n) of

z(n) = 1.9587zx(n—1) — 0.9832z(n—2) + 0.2241u(n —1)

(6.7)
— 0.2027y(n—1) + 0.050ly(n—2) + 0.0468y(n — 3),

el = 26.62mV, |ell; = 7.061mV. (6.8)

The NTF zeros are now found to 9992/4+9.0°. The magnitude is similar to that
found from (6.6), but the angle has changed front 403.0°. The coefficients of the
best-fit equation seem sensitive to the group of samples chosen. O

6.1.3 Examining the Errors

For the groups of samples in Example 6.1, Figure 6.2 illustrates the SPICE valixes/§f with

clear bars, and the errors (the solid bars, magnified for ease of viewing) bet\eEn and the
best-fit Matlab equations(n) in (6.4) and (6.7). At samples 709 and 710 in Figure 6.2(a), there

is a large error followed by an error of opposite sign; the same is true at samples 7018 and 7019
in Figure 6.2(b). Resimulating with more detail produced the same problem at samples 179 and
180 and the circuit waveforms in Figure 6.3. We noticed the matching errors of opposite sign
coincided withadditionalexcess delay at sample 178: the nominal excess delay in this design is
pq = 0.20, but at sample 178 in Figure 6.3, the delayjsx 0.30. Recall that the second integrator
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Figure 6.2: Examples of-domain extraction from SPICE data.

output in Figure 4.1 is precisely, the quantizer input; notice that in Figure 6.3(b), the voltage at
sample 178 (illustrated by the small circle) is close to zero. It is this which causes the extra delay:
small quantizer inputs lead to longer regeneration times, which leads to increased excess delay.
Figure 6.4 plots excess delay against quantizer input magnitude for many sampling instants and

proves the point.

6.1.4 Usefulness of-Domain Extraction

It was because of the-domain extraction method that we stumbled upon the significance of
metastability in CTAYMs. Some general comments about the usefulness of the method are in

order. First, the good things:

e It requires relatively few samples to work, and hence relatively little simulation: for example,
50 samples are enough for a good least-squares fit. These 50 samples could be the first 50
rather than later sequences of 50 as we used in Example 6.1, which means we can apply it
with a quick SPICE simulation rather than a lengthy one.

e It works on data from any simulation program, SPICE or otherwise, which can print out
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Figure 6.3: First and second integrator output waveforms from SPICE showing additional excess delay at sample 178.
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circuit values at sampling times.

e It turns out to be good at modeling certain types of nonideality, such as DAC waveforms
with delay or nonzero rise time, well.

e It allows us to determine th& (z), and consequently the NTH, actually implemented.
This could be useful as a design check on NEE

The bad things are:

e Guesswork as to which terms to include on the RHS of the fitting equation is sometimes

required to find a fit with a small error.

e Certain types of nonidealities, such as nonlinear integrating capacitors (or, indeed, quantizer
metastability—it was this that was predominantly to blame for the largish matching errors in
(6.5) and (6.8)), seem difficult or impossible to model exactly. This might be improved with

a better selection of fitting terms.

We had, perhaps naively, hoped to be able to use the method to supplant CT simulation altogether:
with a perfectz-domain fit, one could simply simulate a CT modulator using the difference equa-
tion. Instead, the method seems appropriate toiusenjunction with rather than in place of,
full-circuit CT simulation. We should also mention that it can be, and was successfully, used in an
SC modulator to identify clipping integrator outputs as the reason for poor performance, so it can
be applied to DT simulations as well.

6.2 Latches and Metastability

Published high-speed CX¥XMs tend to be bipolar-only circuits with a one-bit quantizer. A typical

guantizer for such circuits was shown in Figure 4.15, reproduced here as Figure 6.5. As we said
earlier, the transistors in the dotted box can be reconnected to produce RZ instead of NRZ wave-
forms. The dashed box contains the four transistors responsible for regeneration: when the circuit

is enabled, the voltage differentg; at the bases of the emitter follower transistors is amplified by
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Figure 6.5: Typical high-speed CAXM master-slave latched comparator with preamplifier.

positive feedback until the maximum positive (digital) or negative (digital-1) voltage differ-

ence is reached. In an ideal latch there exists a third output stateetiastablestate, where the
inputs are balanced resulting in a OV differential output signal. This state is unstable in that a slight
perturbation (e.g., from circuit noise) will push the latch towards one of its stable states, hence the

metastable state itself is never observed in practice.

6.2.1 Digital Circuits vs. AXMs

The usual analyses of metastability in digital latches [Vee80, Hor89] treat the regenerative circuit
as a single-pole system where the voltage differenc¢e-ab) increases exponentially with a time
constant inversely proportional to the gain-bandwidth (GB) product of the system. Such a treatment
is valid here: Figure 6.6(a) is a SPICE transistor-level simulation of just the master portion of
Figure 6.5 with input voltages given in the legend box. The differential pair amplifies the input
voltage in the first half clock cycle, then the regenerative quad is enablée-atns and the value

V,.q rises exponentiallyi¢g V,.4 is a straight line) until near the output voltage limit.

In digital circuits, the usual question to be answered is, what is the probability that the latch
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Figure 6.6: Output of (a) master stage, (b) slave stage.

output is a valid digital level at timegiven a certain setup time? In CYXMs, we are interested

in a different question. Figure 6.6(b) plots the output of an M/S latch whose input is first driven
negative to make the latch output, then slightly positive to the value in the legend box. Note

that the time when the latch output crosses zero on its wayl tearies as a function of the positive

input voltage (and that very small positive inputs cause the latch to produce a glitch). This output
voltage drives the DACs, and variations in its zero-crossing time (ZCT) have exactly the same
effect as quantizer clock jitter—random edge variations modulate out-of-band noise into the signal
band and whiten the spectrum. Thus, the question that concerns us is, what is the exact shape of
the DAC output waveform? Most particularly, how does its ZCT vary for quantizer input voltages

changing sign between clock periods?

When we initially studied this problem we were hoping to find an analytic answer to the ques-
tion using methods along the lines of those published in papers on CMOS latches. However, we
encountered a number of difficulties that meant a formula eluded us. First, published papers gen-
erally solve for one variable (the probability that the output is a valid digital level) based on one
parameter (the setup time); in our work, we care athaoatvariables (the ZCT and also the rise

time) as a function ofwo parameters (the input voltage and its slope). Second, papers on CMOS
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latches generally look just at the latch output; in our case, while the latch output is important in
its own right, we are really more interested in DAC output waveform. The latch output drives
an emitter follower which drives the DAC differential pair, so there are additional stages whose
behavior must be characterized.

Surely neither of these difficulties means an analytic approach is outright impossible. The work
in [Hoh84] treats a latch with a multivibrator input stage, which is more complicated than what
most papers treat and could perhaps be adapted for our purposes. However, we eventually decided
to adopt an empirical solution to the problem. We must accept the danger that useful insights which

would otherwise have come out will be obscured.

6.2.2 Characterization Method for AXMs

We determine the ZCT and rise time characteristics of a given latch from simulation. A transistor-
level SPICE file describing the complete feedback circuit from latch input to feedback output is
composed. The input to the latch is a piecewise-linear wave which first goes negative to drive the
feedback output negative, then positive with slopeso that at the next clocking instant the latch
input is a specified value,. For many differen{v,, vy) pairs, the ZCT relative to the previous
sampling instant (which we cali; = p,T, for “delay time”) and the feedback output rise time
(which we callr, = p, T for “rise time”) are calculated. It is assumed that the curves would be the
same for a falling output wave, i.e., that the circuit is differential and hence symmetric. If this did
not hold, it would be possible to characterpzgandp, both for rising and falling latch inputs.

Example 6.2 The process is illustrated in Figure 6.7, which is for an M/S latch
like Figure 6.5 except with no preamplifier stage. The clock ratg iss 500MHz
(T, = 2ps), and the transistors have a switching speed of afjout 12GHz. In the
upper graph, we sef@,, vy) = (0.2,0.6) for the input wavel;,, att = 0. The latch
output goes through an emitter follower to a differential pair DAC whose collectors
have been terminated with resistors. It is the differential resistor voltage that we plot as
Voue In the bottom graph. We calculatg,, p.) = (0.0860, 0.0386) and this is plotted
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Figure 6.7: SPICE input and output waveforms with linear approximation to output.

as the dotted line in the bottom graph; the approximation to the actual waveform is
quite good.

Our input wave is such that we are characterizing the quantizer by driving it hard
one way, which makes it emit a “strong pulse”, then weakly the other way, which
makes a “weak pulse”. Experience shows that this is by far the most common case—
rarely is the quantizer input of a real modulator such that the quantizer would emit two

weak pulses in a row. O

Using Perl [Wal96] helps greatly to automate the procedure for riany,;) pairs. Curves for
pq andp, for our M/S latch and DACs from Example 6.2 are plotted in Figure 6.8. These curves
indicate that for inputs close to zero, both the ZCT and the rise time increase, c.f. Figure 6.6(b).
Moreover, for small enough inputs, no zero crossing is measured, which is what we saw with the
glitch in Figure 6.6(b) forV;,, = 0.3mV—this is an example of quantizer hysteresis. And, as the
input passes through with higher slopes, delayed zero crossings and hysteresis happen for larger

values ofv,. These curves have been normalized so thas relative to the expected full-scale
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Figure 6.8: Example of numerically-characterizgcandp, values.

guantizer input, which for our example circuit happens teHi¥. v, values are normalized to full
scale volts per clock period and swept from 0 ta2.= 2 corresponds to a straight line quantizer
input that goes from positive to negative full-scale over one clock period. Typically the maximum
guantizer slope can be observed to be about half this much, though the quantizer input isn’t usually
a perfectly straight line (recall, in Figure 3.1). Nonetheless,; = 2 should be larger than most
practically-occurring slopes.

The data from Figure 6.8 is used as input to the RK4 simulation program from Chapter 5; at
each clocking instant, the program calculates v;) and uses linear interpolation to fifg, p. ),
which are then used to set the feedback pulse’s delay time and rise time. Essentially, we are
employing the technique dfehavioral modelingCur95].

6.2.3 Validation of Quantizer Model

How good is the behavioral model? In other words, how well do the results from\ai

simulator using the behavioral quantizer model agree with those from full-circuit simulation?

Example 6.3 The comparator and feedback circuitry of the prototype dou-
ble integration modulator i§6.1 designed in arf; = 25GHz process clocking at

fs = 1GHz were characterized as described in Example 6.2, and as many of the pa-
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Figure 6.9: Comparison of SPICE and Runge-Kutta simulation programs: (a) output spectra, (b) quantizer input pdfs.

rameters from the actual circuit as possible (such as finite integrator gain and input
resistance) were included in an input file to the RK4 simulator. FerdB input at
3.1MHz, output spectra for a 16384-point SPICE simulation and 64 averaged 16384-
point periodograms from the RK4 simulation are shown in Figure 6.9(a). The spec-
trum details agree quite well, and there is acceptable agreement between calculated
SNR values at OSR: 32 and64, as shown on the graph. The RK4 program predicts a
slightly lower white noise floor due to metastability than SPICE. Figure 6.9(b) shows
a histogram of the quantizer input pdf(«) from each simulator, and good agreement
is seen—we are modeling the behavior and voltage levels in the real circuit quite well.
A dynamic range plot is shown in Figure 6.10(a). The RK4 values of SNR were
found from 32 averaged 4096-point periodograms, and in SPICE each value was found
from a single 4096-point simulation. The agreement between the two is quite good,
and it is worth noting that while each RK4 simulation of 128k output bits took about

30 seconds, a single 4096-bit SPICE simulation took over four hours. a

Behavioral models are meant to increase simulation speed while maintaining accuracy, and we see

that our quantizer model scores well on both counts.
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Figure 6.10: Comparison of SPICE and Runge-Kutta simulation programs: (a) dynamic range plot, (b) quantizer input

limit cycle for low magnitude input.

Example 6.4 We made an interesting discovery in the course of this work: the
effect of metastability for small input magnitudes. The dashed line in Figure 6.10(a)
has slope 1dB/dB, which is the expected slope of the SNR vs. input magnitude curve.
This slope is observed in simulation for large input amplitudes, but as input amplitude
decreases, we achieve SNR) for an input magnitude of42dB, whereas the dashed
line predicts SNR= 0 at—52dB input. With a—40dB modulator input, observation of
the quantizer input as a function of time reveals the behavior shown in Figure 6.10(b):
up to about sample 160, the quantizer behaves as it should, but then the modulator
enters a{+1, —1} limit cycle from which it does not escape at a later time. Clearly,
the modulator output no longer encodes the input signal at this point. The author
observed this behavior in both RK4 and SPICE simulations.

Itis known [Fee91] that integrators with finite gain can cause such behavior. How-
ever, it was found in RK4 simulations with a metastable quantizer that the behavior
occurred even with ideal (i.e., infinite-gain) integrators. It was thought that perhaps

a quantizer with hysteresis alone (i.e., withnstantp, and p,) might also cause the
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AY.M to exhibit the behavior, but this was not found to be the case with infinite-gain
integrators. Therefore, it appears that quantizer metastability can result in worsened
sensitivity of an otherwise ideal CAXMs to small input levels.

It should be noted that the metastability is indeed being excited in Figure 6.10(b).
From samples 160 to 300 or so the bottom envelope of the quantizer input is near zero,
which activates the metastability. It “escapes” from this mode of behavior only to have
thetopof the envelope approach zero and activate the metastability at sample 320. The
metastability is excited alternately by the envelope top and bottom every few hundred
cycles. O

This resultis of grave significance because it implies using a single large-amplitude tone to estimate
modulator resolution is insufficient: one might predict a DR based on an incorrect assumption of
a slope of 1dB/dB down to SNR 0. To the author’s knowledge, this is a previously unpublished
result.

Admittedly, there is no absolute guarantee that changing the quantizer circuit will mean the
agreement between behavioral and SPICE simulation remains good. However, we have more
than one reason to be confident that our behavioral model has identified the key issues. First, we
have good agreement not just on SNR, but on output spectrum details and quantizer input pdf
too. Second, the behavioral model correctly predicted the limit cycle behavior, a result which was
unknown a priori. For the remainder of this chapter we use only the behavioral model for circuit

performance measurements.

6.3 Real Quantizer Performance Effects

The design of CTAYXMs is usually done assuming an ideal quantizer, which has no hysteresis and
makes a decision instantly. The characteristics of such a quantizer are plotted in Figure 6.11(a):
pq 1S always zero no matter how small is. Practical quantizers suffer from three nonidealities

which can be distinguished as follows:

1. Excess delay, Figure 6.11(b), means a vertical shift of the quantizer curve; more excess
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Figure 6.11: Quantizer characteristics: (a) ideal, (b) excess delay, (c) hysteresis, (d) metastability, (e) practical.

Metastability severity is proportional to the area of the shaded region.

delay means a greater vertical shift. As we noted in Chapter 4, the effect of excess delay is to
increase in-band noise and lower MSA which in combination compromise overall modulator
DR.

Hysteresis, Figure 6.11(c), causes a horizontal shift of the curve proportional to the amount
of hysteresis. Fron§3.1.3, quantizer hysteresis in an otherwise ideal system adds noise
power in the baseband for LP modulators [Bos88]. An example of its effects for the third-
order LP ButterworthAYXM studied in Chapter 5 is depicted graphically here. In Fig-
ure 6.12(a), we see, () becoming wider with hysteresis; this is expected because as long
as the quantizer output bit remains the same, the circuitry inside the loop will continue
integrating in the same direction, enlarging signal swings. In a modulator whose integra-
tor outputs clip, hysteresis introduces harmonic distortion; moreover, too large an internal
signal excursion range leads onlygmdualinstability and hence DR loss, as shown in Fig-

ure 6.12(b)—hardly any performance is lost even for large hysteresis. By contrast, [Cha92]
found 1% hysteresis caused significant performance loss, though this is at odds with other
publications and our own results.

Metastability, Figure 6.11(d), means that the sharp corner in the ideal quantizer character-
istics becomes smooth instead. The severity of the metastability is related to the amount of
area underneath the curve: curves with a more abrupt corner have less area under them and

hence less metastability.
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Figure 6.12: Quantizer hysteresis in third-order Butterworth modulator: (a) quantizer input pdf, (b) modulator dynamic

range.

A real quantizer has all three effects simultaneously, Figure 6.11(e), as we saw in Figure 6.8.

Along with the losses already caused by excess delay and hysteresis, metastability introduces two

additional performance-limiting effects. First, at low input amplitudes, there is the output limit
cycle behavior mentioned in Example 6.4 and depicted in Figure 6.13(a) for a double integration

modulator. Second, at higher input amplitudes spectral whitening occurs duevaridieility of

pqg Mmentioned irg6.1.3. A typical spectrum is depicted in Figure 6.13(b).

Example 6.5 The DR impact of using the quantizer characteristics in Figure 6.8
on several kinds of LAY M is shown in Figure 6.14. In order to make the comparison
fair, the modulators had their feedbacks scaled so that they all had the same quantizer
input pdf standard deviation of, = 1/3'. We observe the following:

¢ Anideal modulator exhibit8m+3dB/oct improvement of SNR with OSR, where
m is the modulator order. A modulator with a metastable quantizer will, for

large enough OSR, be limited to a mere 3dB/oct improvement because the noise

1Sincep, (a) is roughly Gaussian [Bos88], fixing, assures roughly the same distribution of abscissae in the
guantizer characteristic in Figure 6.8, and hence a roughly-comparable ordinate distribution.
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Figure 6.13: Typical output spectra from double integratioiM with a real quantizer: (a) low input amplitude, (b)

high input amplitude.

notch in the output spectrum is filled in with white noise. For the quantizer from
Example 6.2, going from OSR 32 to OSR= 64 (shown by the dash-dot lines)
gives us only 3dB SNR improvement. This means the DR at @SR for all

modulators is cut drastically by a full factor of two.

e The dashed lines show modulators with hysteresis and fixed
(pa> pr) = (8.6%, 3.9%);
compared with the ideal modulator, DR is hardly compromised at all, perhaps

0—3dB depending on the modulator order.

e The limit cycle behavior im\XMs with metastable quantizers mentioned earlier
seems only to affect the lower-order modulators: the higher-order modulators
have 1dB/dB slope all the way down to low input magnitudes, except perhaps for
a slight dip near-35dB.

Metastability clearly has a major impact on the DR of these high-speedXNIs. O
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Figure 6.15: Comparison of clock jitter to quantizer metastability: (a) DAC pulse width variation histogram, (b) output

spectrum.

There is a relationship between performance lost by metastability and that lost by clock jitter
which can be explained as follows.

Example 6.6 We know that random variation in DAC pulse width (DPW) fills the
output spectrum noise notch with white noise. The solid line in Figure 6.15(a) shows
a histogram of DPW variation for the fifth-order modulator with an ideal sampling
clock and a metastable quantizer with characteristic given by Figure 6.8. The standard
deviation of this distribution is,,,, = 5.95 x 10~3T;. To get the same DPW variance
from a modulator with an ideal quantizer and a clock with independent jitter, we must
set the jitter variance to

05 = Opms/V2. (6.9)

This results in the dashed-line histogram in Figure 6.15(a). Notesthatx o,,;.

Since the DPW variance is about the same in both c§5e3taught us that the spec-
trum whitening should also be about the same. Figure 6.15(b) illustrates this to be the
case: the SNR value for the modulator with the metastable quantizer is 31.7dB, while

that for the modulator with clock jitter is 34.9dB. The noise floors are close but not
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identical because the distribution of the DPW histogram for a metastable quantizer is

not particularly Gaussian. Even still, the agreement is quite good. a

Clock jitter is not identical to metastability because clock jitter does not cause the limit cycle
behavior observed in Example 6.4 for low input amplitudes; it is the white noise levels that are
roughly the same in both for large-enough input amplitudes. Though the DRs might differ, the

peak SNR measured in both would come out about the same.

6.4 Mitigating Metastability Performance Loss

How can we overcome the performance penalties imposed by quantizer metastability? Several
answers to this question suggest themselves when we consider the source of the loss: the variations
in the DPW caused by finite quantizer regeneration. We observed at the s§@Bdhat this
variancer p pyy is related to the area under the metastability curve in Figure 6.11(e), or equivalently
the “sharpness” of the corner in the curve. What approaches might we take to reduce its area or

sharpness?

6.4.1 Parameter Scaling

The first thing we might think of is to scale the modulator parameters to enlarge the quantizer input
standard deviation,. This works as follows: we know that if the magnitude of the quantizer input

is small, then the ZCT increases. For the quantizer in Figure 6.8, inputs which cause increased
ZCT are approximately those for whigh,| < 100mV. By increasingr,,, we widen the range of
possible quantizer inputs so that the probability«qff < 100mV is decreased. Alternately, we

may think of this as scaling the, axis by compressing the metastability curves towardspthe

axis. This reduces the effective area under a given curve and hence reguges

Example 6.7 Example 6.5 used, = 0.33. We illustrate the effect of choosing
o, ranging from 0.1 up to 0.5 in Figure 6.16. In Figure 6.16(a), the metastability

curve forv, = 0.6 is plotted as a function aof,; we can see the corner of the curve
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Figure 6.16: (a) Quantizer metastability curves and (b) modulator performance as a funetjon of

becoming sharper as.increases, which leads to more favorable /7, and SNR in
Figure 6.16(Db). O

Generally, itis a good idea to have the quantizer input span as large a range as possible. The range
can be increased by, for example, choosing smaller integrating capacitors and larger feedback
currents. Circuit constraints will ultimately limit the maximum achievable range; for our case, the
quantizer input can swing about1V differential while still keeping all transistors operating in

their forward active regions. Having too small a swing range is to be avoided because as we see in

Figure 6.16(b) it quickly becomes detrimental for SNR.

6.4.2 Regeneration Time

In §6.2.1, we said that the regeneration time of a latch is inversely proportional to the GB product
of the regeneration circuit. If we were to increase this GB product, the corners of the metastability
curves would become sharper as follows: the slope of the curves in Figure 6.6(a) would increase,
which in turn would, we hope, mean that it would takeraallerinput levelw, for the curves in

Figure 6.6(b) to exhibit increased delay—in other words, for the set @hlues in that legend box,
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Figure 6.17: Effect o¥/,,, on (a) regeneration time, (b) slew rates at latch output and DAC output.

the rising output edges would be bunched more closely together. In turn, the curves in Figure 6.8

would rise towards infinity more abruptly, i.e., the corner becomes more pronounced.

Example 6.8 One way to affect the regeneration time constaptof the latch
in Figure 6.5 is to change the current in the regenerative quad; this is accomplished
by altering the voltagé’,,,. To keep the comparison reasonable, we will adjgst
and R, simultaneously to keep the latch output voltage swing at araus@mV.
Sweepingd’,,, over the range 0.90V to 1.35V and extractingfrom simulation yields
the curve of Figure 6.17(a): as is usual with ECL circuits, there exists a current/load
resistor combination which minimizes rise time which for this latch occurs at about
Ve, = 1.15V. While fast linear settling is important, surely as important for ZCT is the
nonlinear settling behavior, i.e., slewing. Figure 6.17(b) plots the slew rates at both
the latch output (top) and DAC output (bottom) as a functioi.gf

Figure 6.18(a) shows quantizer metastability curvesfoe= 0.6 asV,, changes.
There is some sharpening of the corner with incred$gdbut as an added bonus also

lower p; and hysteresis. Just as diminishing returns are apparent there, so too are they
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Figure 6.18: (a) Quantizer metastability curves and (b) modulator performance as a funetipn of

in Figure 6.18(b) where the SNR is plotted agaivist The optimum SNR does not
quite occur where;,, is a minimum—very minor improvements are obtained’asis
raised further because of the increase in slew rate. O

Ensuring adequate regeneration is a good idea A¥8’s latch. SettingV,,, very high might
use more power than necessary to achieve a given SNR, so there exists a tradeoff between power
consumption and SNR, though we could use smaller transistors whose peak speed occurs at lower

bias current.

6.4.3 Preamplification

A third thing we can try is using a latch with a preamplifier. This is similar to signal scaling in
§6.4.1 but not identical because we actually insert a new circuit element into the forward path.
How do we choose its gain? Traditional analyses show that for cascaded amplifiers there exists an
optimum gain per stage that maximizes the overall amplifier GB product and hence the amplifier
speed. Depending on the assumptions made, the optimum gain iseeither72 [Sne96, Chap.

2] or /e = 1.65 [Lee98, Chap. 8]. In the present circuit, we will consider only one preamplifier
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Figure 6.19: (a) Quantizer metastability curves and (b) modulator performance as a function of preamplifier gain.
stage and study how its gain affects metastability performance in the following example.

Example 6.9 Figure 6.19(a) shows metastability curves for a quantizer with a
simple differential pair preamplifier as depicted in Figure 6.5. The gain was varied
between 1 and 10 by changing the valud®f. Increasing the gain has the desirable
effect of sharpening the corner of the metastability curves for constant quantizer in-
puts (see the solid lines in the figure), but &ewinginputs little sharpening can be
seen as gain rises. Hysteresis increases slightly with gain, and in fact it has increased
substantially over Figure 6.18(a) from about 10mV to about 30mV. This is not terribly
detrimental to performance as we learned in Figure 6.12.

Figure 6.19(b) shows that a preamplifier does offer some SNR improvement (about
2dB) over parameter scaling, Figure 6.16(b), and regeneration time lowering, Fig-
ure 6.18(b). There is little point in using a gain above 4, it appears. a

Thus, preamplifying is somewhat beneficial for performance. An ancillary benefit of a preamplifier
with an emitter follower buffer between it and the latch input is a reduction in clock feedthrough
noise [Lee92].
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Figure 6.20: (a) Quantizer metastability curves and (b) output spectrum for quantizer with an additional latching stage.
6.4.4 Additional Latching Stages

A fourth thing we can try is using additional latching stages after the slave stage in Figure 6.5
[Jen95]. Clocking each stage on the opposite clock phase from the previous stage gives the pre-
vious stage a good deal of time to settle. The drawback is, each latching stage adds an additional
half-sample delay in the feedback loop, and from Chapter 4 this delay is detrimental to stability

and dynamic range. However, we can somewhat overcome these problems by tusingrttik,
feedback parameters.

Example 6.10 Figure 6.20(a) shows quantizer metastability curves for our base-
line latch which has only master and slave half-stages, and a latch that has a third
half-stage following the slave which is clocked on the same phase as the master. We
have added one half sample of extra delay as can be seen on the agistwhere
pq3 1S 0.5 more tham,, on the left axis, but the variation @f;; with v, is drastically
reduced. This results in a huge improvement—al6édB—in the white noise floor
of the output spectrum, Figure 6.20(b). From simulation, we find DPW variance has
dropped nearly two orders of magnitude, frér x 1027, to 1.4 x 10-47}.

The fifth-order modulator was unstable wjijh = 0.6 and nominak values, but
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Table 6.1: Performance of LP modulators with two- and three-half latches against ideal.

Modulator | OSR || Ideal g.,pq = 0.0 Two half-latch Ideal g.,04 = 0.6 Three half-latch
DR | Peak SNR| DR | Peak SNR|| DR | Peak SNR| DR | Peak SNR
Double 32 64dB 56dB | 45dB 50dB || 52dB 46dB | 52dB 46dB
integration| 64 79dB 69dB | 43dB 55dB || 67dB 61dB | 67dB 60dB
3rdorder | 32 74dB 68dB | 49dB 52dB || 66dB 61dB | 66dB 61dB
Butter 64 95dB 89dB | 51dB 55dB || 88dB 83dB | 84dB 81dB
4th order 32 78dB 74dB | 48dB 51dB || 68dB 65dB | 67dB 65dB
Butter 64 | 105dB 99dB | 50dB 54dB || 95dB 91dB | 85dB 85dB
5th order 32 83dB 80dB | 47dB 50dB || 73dB 69dB | 72dB 69dB
Cheby 64 | 116dB 111dB| 50dB 53dB || 107dB 103dB | 85dB 85dB

the ks were tuned so that the modulator was stable and the DR of a modulator with an
ideal quantizer was maximized at = 0.6. One artifact of the largg, is the peak in
the spectrum &i.025 f,, something which is caused by the movement of the equivalent

DT loop filter poles toward the unit circle as excess loop delay increases. O

We seem to have come across a solution to the metastability problem. How well does it work in

general?

Example 6.1 Figure 6.21 shows DR plots for several &Ms for an ideal
guantizer and the two quantizers with the metastability curves in Figure 6.20(a). With
two half-latches, there is only about 10% excess delay, but the third half-latch pushes
that up to 60%. A modulator with an ideal quantizer and 60% delay usually requires
k tuning to remain stable, and even then, the DR is less than for the 10% delay case.
However, when the ideal quantizer is replaced with a metastable one, the three half-
latch quantizer is the clear DR winner.

Table 6.1 summarizes the results for four cases: an ideal quantizer, a quantizer
with two half-latches, an ideal quantizer with 60% excess loop delay and tsed

to maximize DR, and a quantizer with three half-latches and the same tgndebr
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high-order modulators with high OSR, the white noise resulting from metastability is
what limits the achievable performance, though much less severely when with three
rather than two half-latches. O

The idea of using a third latching stage “to provide additional regeneration” is mentioned in passing
in [Jen95, p. 1123], though the claim that “the extra 1/2 delay does not have any impact on mod-
ulator performance” seems suspect given the first two rows of Table 6.1: we find a half-sample
delay costs 12dB of DR in an ideal second-order&3IM. Adding a fourth latching stage will not
usually be possible because stabilizing a&£XM with a full sample of delay probably cannot be
accomplished through feedback tuning, but even the third stage is clearly highly advantageous for

performance.

6.4.5 Other Modulator Architectures

The previous four subsections assumedAPMs with NRZ DACs, but we said in Chapter 4 and
§5.2.2 that it is possible to build LP modulators with RZ DACs and BP modulators which use both
RZ and HRZ DACs. An RZ DAC will be affected by metastability in much the same way as an
NRZ DAC: the time when the rising edge begins will vary depending.oandv,,. To make the
latch output return to zero at57, simply requires connecting the bases of the transistors in the
dotted box in Figure 6.5 to the same node as their respective collectors; thus, the falling RZ edge
is not affected by metastability. But given the sasmg in an NRZ vs. an RZ system, it will cause
3dB more noise in the RZ output spectrum because the samappears twice as large relative to
an RZ pulse (which is half the width of an NRZ pulse).

That being said, applying the ideas of the previous subsection is still worthwhile. In (5.15),
we found the equivalent CT loop filter for a double integration modulator when the DAC has RZ

pulses. We can do the same thing for a DAC with HRZ pulses, which results in

(6.10)

~

_ —22+1 H(s) = =2%=2 RZDAC
H(s) = =22 HRZ DAC.

H(z)—mH

We can build an HRZ DAC with an additional latching stage in Figure 6.5—and we learned in



136 Chapter 6: Quantizer Metastability

§6.4.4 that adding such a stage greatly reduces DPW jitter caused by metastability. Thus, rather
than building LPAYXMs with RZ DACs, it behooves us to choose HRZ DACs.

BP modulators with a noise notch At/4 have the property that there is a two-sample delay
in the numerator of the loop filtef (z), we learned in (4.33). If we choose the one digital delay
BP architecture, then we need to insert a full sample of delay in the feedback path. This can be
accomplished by using not one luto additional half-latches in Figure 6.5—and once again, the
previous subsection showed adding half-latches provides immunity to metastability DPW jitter.
Thus, any modulator with a two-sample delay in the numerator (which is the case for the BP
fs/4 modulators treated here) should be built with one digital delay in the feedback pathy In
modulator with only a single sample of delay, HRZ-style DAC pulses are called for, as we noted
in the previous paragraph for LP modulators.

Using a multibit quantizer is intriguing because it appears to give a win: far davel quan-
tizer, there are noW\/ — 1) regions around which metastability can occur but the distance between
steps is smaller by a factor ¢/ — 1). DPW variance power is related to the square of this lat-
ter quantity, so it offsets the increase in number of metastability regions and appears to result in

101og,,(M — 1) dB smaller white noise power. This topic could benefit from future study.

6.5 Maximum Clocking Frequency

In our LP NRZ examples so far, we have been clocking,at= 500MHz in a f; = 12GHz
technology. A natural question arises: what is the maxinfyat which it is safe to clock given a
converter resolution specification?

As we increasé,, two things together limit resolution. First, the transistor switching time starts
to become a larger fraction of a clock period. This means the excess loopdelagt DAC pulse
rise timep, start to increase. There comes a point when excess loop delay makes the modulator
completely unstable and impervious to stabilization through feedback coefficient tuning. Second,

the metastability behavior of even the three half-latch comparator will start to dégidestudy

2In §6.4.5 we suggested using half rather than full DAC pulses for LP modulators. While RXSI¥s remain
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Figure 6.22: (a) Effect of increasing on p; andp,., (b) theoretical vs. measured switching time.

both of these issues in the following example.

Example 6.12 Figure 6.22(a) shows how; andp, change as we increase the
clock speed of the three half-latch comparator from 500MHz to 2.5GHz. Returning to
our crude formula fop, in (4.12),

ntfs
fr’
we see that it is somewhat pessimistic. First of gllandp, are both quite linear

with f./ fr, as predicted by (6.11). Moreover, our circuit has= 3 transistors in the
feedback path (two followers and a differential pair), and so from (6.11) we expect

i~ (6.11)

them to have switched fully after

nefs 54 3ds (6.12)

Ir fr

stable for more excess delay than NRZ WX Ms, the worsening of performance due to metastability increases

0.5+

proportionally withf, for both styles of modulator. As the following example shows, it is metastability that limits DR
more than stability; thus, RAXMs have no performance advantage over NR¥Y.Ms at high clock speeds.
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Figure 6.23: Effect of increasinf), on (a)o,,,s, (b) calculated and simulated noise level.

where the 0.5 is for the extra half-latch. In termsgtndp,, full switching is accom-
plished after
pa+ 0.5p,, (6.13)

c.f. Figure 6.7. Figure 6.22(b) plots both (6.12) and (6.13); rather than using a factor
of n; = 31in (6.12), a better fit is obtained with a factor of 2.25.

In any case, Figure 6.23(a) shows, as a function off, with both variables
on a log scale. This was found from simulating the fifth-order LP NRZ modulator
with feedbacks tuned for optimal DR at the given clock frequency over the range
500MHz to 2.5GHz, and finding the variance of the DPW histogram like the one in
Figure 6.15(a). Using those same simulations with an OSR of 32 at clock frequencies
from 500MHz to 2.5GHz yields the in-band white noise level per bin shown in Fig-
ure 6.23(b). This agrees to within 3dB with the calculated value from (5.13) where
N = 8192, 04 is found from (6.9), and;, ~ 1.1 is found from simulation. The mod-
ulator goes unstable &t = 2.5GHz due to excess delay and no amount of feedback

tuning seems to restore stability. O

We can use the data in Figure 6.23 to come up with an approximate rule of thumb for the
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maximum performance achievable with a three-half latch quantizer assuming in-band noise is
dominated by white noise due to metastability and= 3 transistors in the feedback path. The

calculation is shown i§A.2, and the results are equations (A.16) and (A.18):

DR > 11.5+ 0.5log, OSR bits fol fr < 5%

/b (6.14)
DR =~ 8.5+ 0.5log, OSR+ log, =& bits, f,/fr > 6%.

This tells us that clocking slower than about 5%fefis recommended if we desire at least 14-
bit performance with a reasonable OSR like 32 or 64; better performance can be achieved with
a slower clock. Clocking faster than 5% or so fgf means we are limited to 12-bit or worse
performance at the same OSRs. We do not recommend clocking fastef,tkar).2 f;- under
any circumstances since stability will be questionable at best and nonexistent at worst at such high
speeds.

In closing this section, we must comment further on (6.14). First, it gives an upper bound on
DR: DR will be limited either by white noise due to metastabitityquantization noise, depending
on the OSR chosen. Second, it is not continuous: it has a jump between 5% and 6%. Third, the
bound is not tight forfr/fs < 5%: DR improves as we slow the clock down, though because
of the semi-empirical nature of the calculations we can’t easily extrapolate below this point. We

estimate that metastability will have a negligible effect in most modulators Wihgfi < 2%.

6.6 Summary

Quantizer metastability causes a variation in the width of the DAC pulses in AXXNTI and de-

grades modulator performance by whitening the in-band noise in a very similar manner to clock
jitter. A three half-latch quantizer design is recommended for reducing adverse metastability ef-
fects over a simple master/slave design. As was the case in Chapter 5, we have distilled our results
into a pair of easy-to-apply equations (6.14). Using them tells us that metastability starts to become
significant when clocking at more than about 5% of the maximum transistor switching speed, lim-
iting modulator resolution to about 12 bits. Higher resolutions can be obtained by clocking more

slowly.
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Chapter 7

A 4GHz Fourth-Order Band Pass AYXM

Until this point, we have dealt with modulators on a fairly abstract and theoretical level. It would
seem foolish not to supplement this work with some of the nitty-gritty practical issues in modulator
design and testing. To this end, we present performance measurements on an actual fabricated
fourth-order BP CTAXM which clocks atf, = 4GHz and has a center frequencyfof= f,/4 =

1GHz. This will allow us to see how the work in the previous chapters applies to a real design
illustrate some additional practical considerations.

A block diagram of the circuit appears in Figure 7.1. The input voltage is fed through an input

Vin :thﬁ‘ . . . W%C :thé‘ . . . [*C ET/ Vout
'a Lé L e Lé L V0 0
== | == |
| ql | q2 S
: r2 I r4 Tdday = QI;:ZFD%
h2 ha QRZD
1.5de|ays DFF

Figure 7.1: A 4GHz fourth-order BP CAXM.

transconducto’, which produces a currenf = G,v; to drive an on-chip parallel LC tank. This

gives the tank output voltage a band pass shape:

GVi _ (Gy/C)s

GO T sC+1/sL 2+ 1/LC

(7.1)

141
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The resonator described by (7.1) is a second-order transfer function, so the series connection of two
resonators yields a fourth-order modulator. The integrated inductor has a poor quality(Jactor

so a@R-enhancement transconduct@y is connected as a negative resistor to cancel the positive
resistance of the inductor. Both the galg and the@ of the resonator),., are tunable. The
guantizer and latches are such that this is a one digital delay multi-feedback architecture, and the
DACs are simple tunable current switches where the feedback operates via KCL. All in all, the
architecture is fairly reminiscent of Figure 4.1, only with resonators in place of integrators.

The intended application for this modulator is in a system like Figure 2.7: it is to be the IF
filter in a 5GHz radio, where we convert the entire band to digital and sort out the components in
the spectrum in software with DSP. It could, in theory, also be used as an RF converter in a 1GHz
radio. This author wrote a paper on its performance and presented it at the 1998 Symposium on
VLSI Circuits [Ga098a], but the circuit was designed by Weinan Gao. In this chapter, we give the
circuit a much more detailed treatment than in that publication.

7.1 General Design Considerations

Before discussing this specific modulator, it is instructive to understand how we should go about
choosing the parameters in a gengidll BP design. We develop a procedure in this section which
was not applied to the design of this modulator, but which could be applied to future designs.

A simplified single-ended model of the modulator appears in Figure Tt design problem
may be stated roughly as follows: given that we desire a certain center frequency, OSR, and SNR,
how do we choose the parametérsC, R, G,, G, k, andk,? We must recognize immediately
that it is more or less mandatory to operatelaii-style resonator af, > 1GHz since on-chip
inductors tend to hav@s that are poor below this frequency. That being said, let us discuss the

other constraints on the parameters.

We have renamed some of the parameters (e.g., the feedbpsk they are consistent with what was used in
this design, but inconsistent with earlier naming. Moreover, there is a mild notational conflict in this section with the
feedbackis andk for Boltzmann's constant. The author apologizes for both of these.
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Figure 7.2: Approximate single-ended model for modulator.

7.1.1 Element Parameter Selection

In §3.1.5 we noted that the first stage of a modulator is usually the most important part to design

well because nonlinearities and nonidealities here appear immediately at the input. It should come

as no surprise, then, that the first circuit component which constrains the design of Figure 7.2 is the

input transconductaf”,;. The minimum detectable input voltagg,;, for the whole modulator is

determined by the input-referred noise(@f; while the maximum voltage,,,, is constrained by

its linearity. Let us derive approximate expressions for each to find which parameters are important.
We start with a series/parallel tank transformation as follows. The redister R on the left

of Figure 7.3 represents the finitg, of the inductor,

Figure 7.3: Series/parallel tank equivalence near resonance.

Qr = woL/R. (7.2)

It can be shown [Lee984.4] that over a suitably-restricted frequency range near resonance, the

seriesL R circuit with a parallelC is approximately equivalent to a purely paraliel.C' circuit as
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on the right of Figure 7.3 when

Q%+1>
Qi )

This is useful because at resonance, the impedandeswodC cancel in the parallel RLC circuit

R, = R,(Q7 +1), L, = L, ( (7.3)

leaving onlyR,,. Next, we assume th&t,; is tuned such that it makes a resistanade, to ground

as depicted in Figure 7.4. This is desirable because once again, at resonance, the positive and

2T koy <\ >20k,
Ggl X2
U%@—@ l o
LS CxR M% R M%
é T % Re] 'SR

Figure 7.4: Input transconductor equivalent circuit for noise considerations.

negativeR,s cancel which means we will have an infinite reson@t@nd hence an infinitely-deep

notch in the quantization noise. It now becomes possible to write expressions for the noise currents
of each resistor and the feedback DAC as depicted in the figure. The resistors have noise current
densities4kT /R, A?/Hz, and assuming the DAC is a bipolar transistor with collector current

I. = ko, its noise current density will be of the fordgk, A%/Hz [Gra93, Chap. 11]. All these
currents driver, from ground, and therefore they may be referred to the input by dividing them

by Gjl, whence they become noigeltagedensities. Lastly, the input transconductor itself has a
certain input-referred noise voltage density, and if we assume once again that it is a bipolar-based
circuit we may write its noise voltage density 287/G,, V?/Hz. Finally, then, all the noise

voltages at the input are uncorrelated, so we add them to get a total input noise voltage density of

5 2T 2q1€2 8]€TWOC
WG, e e
gl gl ngL

v

V?/Hz (7.4)

where we have used the fact thaf = (1/(woC). This noise density is a mild function of
frequency because transistor noise currents are frequency-dependent; we treat it as white in the

(narrow) signal band. The total in-band noise voltage is, by definition, the minimum detectable
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signal

= /s
tmin =\ Vgt X 5 OSR

Immediately we see from (7.4) that in order to be able to detect small signals, we wish fiorbe

(7.5)

large. Our first design constraint, therefore, is to mékg “large enough” to have small in-band
noise. In general, transconductance is related to current; in a bipolar desigrt; Jargeans large
currenti,; supplied toG,; and hence high power dissipation. As usual, low noise (and thus high
DR) can be achieved at the expense of power.

How large is large enough? That is determined by the required SNR, which in turn fixes
the needed linearity of/;;. Clearly, the maximum signal that must be handled with acceptable
linearity is

Uz = Umin X 10SNF20, (7.6)

To quantify this, let us assume the linearity@f, has been characterized by a standard measure
such as input-referred third-order intercept poingliBet us further assume that it is a differential
circuit with a weak cubic nonlinearity described by

igl = Gglu — eglu?’, (77)

guite a reasonable assumption for an integrated transcondcutor. (7.7) can be solved to yield

G
IP; for Gy = /=2 (7.8)
€g1
The linearity requirement fafr; is then straightforward to state: af,,,, we require harmonics

to be at least SNR dB below the fundamental. A simple geometrical argument says that we require
lIP5 for G,1 = 201ogy Umar + SNR/2 dB (7.9)

because the third harmonic has a slope 3dB/dB witvhile the linear term has a slope 1dB/dB.
So far, our first consideration is the design of the input transconductor. It must have suffi-
cient dynamic range (i.e., sufficiently low noise and sufficiently high linearity) to meet our SNR

requirements. Higher dynamic range usually requires greater power dissipation.
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Continuing in this vein, it is illustrative to write an expression for SNR using the following
fact: in order to keep the modulator stable, the feedback current must be at least as large as the

maximum input current. Recalling that the DAC currentis= k.o + k.4, We may write
kg Z umangl- (710)

Put another way, we require
< = (7.11)

whereu,,.. 1S the full-scale input voltage. Assuming we choaseno larger than necessary, the
inequality in (7.10) and (7.11) becomes an equality, and therefore the signal pawefas, )?.
We wrote an expression for the integrated noise power in (7.5); combining this with (7.11) and

simplifying leads to
k3
FTGofn(1+ 3% + 5, 85)

where f is the Nyquist bandwidth and we have used the fact that small-signal 1./V; and

SNRax = (7.12)

henceG,, = i, /(kT/q) for a bipolar transistor. This expression shows that the noise is made
up of the sum of three components; the one that dominates will depend on the actual design. One
of the interesting insights this equation offers us is that evé#yifand the DAC were noiseless,
SNR would still be limited by finite);,. If (), is poor, then we need either higk,, or low C' to
ensure that the third denominator term does not dominate; thus, poor indueitner increases
our power dissipation or constrains our choice of capacitor size.

To understand how to pick tank component values and:{jsg we write an expression fas
in Figure 7.2. Assuming th&',; transconductor draws negligible current (reasonable for a bipolar
design), we may write an equation for the first resonator output

Xo = [, +1,+kY]Z,
? ! sL+R +sC
Solving for X, gives
L + R
X2 = [G 1U + kQY] ¢ LC . (714)
! s2+ (B Says 4 L (1 RGy)
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A similar equation could be written for, in terms ofz, and the second resonator parameters.
Recalling that the center frequency of a band pass transfer function is determined by the coefficient
of the s° term in the denominator and assuming for the moment&taj; is small, we arrive at

the design constraint

(7.15)

Wy ~

S
Q-

Choosing one of. or C' then fixes the other according to (7.15). Usually, the inductor series
resistance? is given oncel is known because one has little control over integrated indugtor
A deep noise-shaping notch requires a higinesonator; the rule of thumb we gaveti.1.1 was
that

Qres ~ OSR (7.16)

Integrated inductof)s typically range from 5 to 10, hence we requireenhancement of some kind
which as we have said is provided by #fig, transconductor. From (7.14), a highresonator has
a denominatos! coefficient of near 0; thus, we need

R Ga

~ 0. 7.17
7o ~0 (7.17)

G, may now be found because it is the only unknown in (7.17) ,@pdnay be found in a similar
manner. What are some of the considerations for how we should clhcas#/orC'? (7.12) shows
that smallC' is good for noise. But smaller’ means largel., which for an integrated inductor
means larger die area. As well, we can only redacgo much before parasitics start to become
significant. IfQ);, is a function ofL, then instead of choosing it may be more sensible to choose
L so that();, is maximized.

Thus far, we have chosen all the parameters except the feedback DAC curretts, aQr
choices of these depend on two things: achieving the correct noise-shaping transfer function and
the linearity of the the transconductors other tiaga.

Addressing the first issue, recall the CT/DT equivalence in Chapter 4 and 5: in this section we
are discussing building a one digital delfy 4 fourth-order BP modulator which has

(2274273

HBP(Z) =z m

(7.18)
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from (4.33). Using the parameter names in this section, the values of the feedback DAC levels in

the CT circuit to give the correct equivalefi; »(2) can be shown to be

o c C C c C C
Feva, Koras Ko, kina) = (—1.11 . —0.9957—,+2.681 — +4.6927—
(Kras kra, kg, kng) = ( 07G92TSTS 09957Ts +2.68 5G92TSTS +4.69 7Ts)

(7.19)

(the reason for the bars over the names will be explained shorilygnd 7, have already been
determined, s&,, and k,, are now known. Moreover, the sulg = k,» + kuy iS known from
(7.10). The only remaining unknown is thG$,, which is found to be
m/2C*

SR A 7.20
GgQ ]{;2 TSZ ( )

It appears that the design is now complete, except there is one remaining detail: the second issue
above, i.e., the linearity of the other transconductors. Let us consider it now.
When the modulator is operating, the voltagessaandx, are stochastic in nature with stan-
dard deviationsr,, ando,,. It is not difficult to see that these values are directly proportional
to the feedback current levels: driving more DAC current infandx, produces proportionally
more voltage across the (fixed) tank impedance. A$iabove are nominal currents; let us make
the actual currents be scaled 1y so that

(er, kra, Epa, kh4) = (7lcl_€r2’ Vk/_fm, 7k1_€h2, Vk/_fh4)- (7-21)

With this scaling applied, it is found from simulation that with no input signal,

(0er, 00y) ~ (==
Ux270x4 ~
\/§G92T5

which are values in volts. The proper scaling €y, is

m/2 C?
T T

Vi, 1.1577y) (7.22)

Ggo = (7.23)

wherek, is from (7.10).z, drivesG,; andG g, while z, drivesG ., So it stands to reason that there
must be a way to relate the linearity requirements&/gf and G, to the typical level ofr,, i.e.,
04,, and to relate the linearity @, to o,.

As before, suppose these three transconductors have knoywvitiPa form similar to (7.8).

It is not immediately apparent how to treat them because they are driven by stochastic wideband
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Figure 7.5: Spectrum of (a) output bits, @) andz3.

signals rather than sinusoids. To make matters more confusSip@ndG . have the same output

and input node. But one way to grasp what nonlinearity does is to write out the time-domain
differential equations for the states. For simplicity, assaimes the only nonlinear transconductor
and thatkR = 0. The coupled first-order equations foy can be written as

dxy 1 dxy 1
TSI @ = ot g |Gt e + k] (7.24)

If e = 0, the term inside square brackets describes normal modulator operation: the isput
combined with the fed-back output hitand the amplitude af in the spectrum of is determined

from ky/G,. Viewed in this light, foru = 0, we have the fed-back outpytcombining withz3.

By analogy to the,; = 0 case, we can think af, as though it is acting like an input. Therefore,

by analogy, we expect the spectrumagfto appear in the spectrum gfwith a ratio involving

ko /€41 . Figure 7.5(a) shows a typical output spectrum, whereas Figure 7.5(b) shows the spectra of
the voltage atr, andz3 for the same input conditions. From simple theory, the spectrunj of

the spectrum of, convolved with itself twice. This means some of the out-of-band noise will fold

in-band, but how much?

The best way to characterize it turns out to be withrmalization If we plot the DR and
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SNRyax from simulation as a function of normalizegl,

3
— €q10 .

=% 7.25
ol Fro + kpo ( )

the graphs appear as in Figure 7.6(a) and look the same for a given OSR. The fpyns tdgical

given (7.24). Similar normalizations can be found for the other two nonlinear parameters:

€005
Egn = -"é 2 (7.26)
g
., = 20 (7.27)
fe2 = kg + kna '

Graphs of DR and SNR are plotted in Figures 7.6(b) and (c). From these graphs, we may derive
the following rules of thumb for the restrictions on tgethat will not affect DR significantly:

€1 <1073 €, <1072, 10log; &2 < —5 — log, OSR (7.28)

The final portion of the design procedure can now be described. The nominal feedlbarids
signal levelss, s are found from the other known parameters by using (7.23) ferfollowed by
(7.21) and (7.22), where to start we assuype= 1. The IIP; for the transconductors other thafy,
are characterized, and the normalizedre calculated and compared with (7.28). If they are large
enough that linearity is a problem, thepcan be lowered and the calculation redone. We should
also keep in mind that we can also alter the signal levglendo,, by altering the tank impedance

if changingy; is found to be unsatisfactory. Lowering also lowers power consumption.

7.1.2 Design Procedure

We summarize the salient points of our design method here. Take as given center the frgguency
(fo = wo/2m = fs/4), SNR (assumed equal to DR), and conversion bandwigife = f,/(2 -
OSR.

For the input transconductor:

— Design the circuit and find the achievég, ande,; in (7.7)
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— Use SPICE to find the total input-referred noise voltage over the Nyquist band
— Calculateu,,;, from (7.5),uq. from (7.6)

— Ensure IR satisfies (7.9)
For the tank parameters:

— Calculate first feedback curreht from (7.10)

— CalculateL andC product from (7.15)

— Determine inductor series resistance

— Calculate required’,; andG ,, from (7.17)

— With DAC and G, circuits present, resimulate input-referred noise in SPICE and ensure
input transconductor still has necessary dynamic range

For the feedback DAC levels and other transconductors:

Calculate requiredy,, from (7.23)

Calculate nominats ando,s from (7.21) and (7.22) using, = 1

-
-
— Design the other transconductors to mégiandG ,, specs and find the achievegdande
— Calculate normalizees from (7.25)—(7.27)

-

Check if performance loss is significant with (7.28) and adjysand/or tank impedances

appropriately

Of course, application of this procedure will involve a good deal of iteration. Note that we
recommend SPICE or some other full-circuit simulator for noise measurements; our estimates in

(7.4) and (7.12) are only very approximate.

7.1.3 Parameters for This Design

The circuit we present in the rest of this chapter was designed long before this procedure was

formalized. Before we describe the circuit, it is interesting to see how its parameters look. They
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Table 7.1: Parameters for the fourth-order design in this chapter.

L =3.5nH
Tank element values C =6.1pF
R =245Q
G, Range 2 - 8 mANV
€g Typical 9x10~% mA/NV3
G, Range 2 - 9mMANV
For@ = oo, calc 4.3mAIV
For@ = oo, meas 8.9mA/NV
€ Typical 5x10~* mA/V3
kr, kp Range 0 — 500 pA
Ozsr Oy Range 4 —12mV
Vngl Calc (typical) 3.5nVA/Hz
Sim (typical) 20nVA/Hz
Umin Typical 90uV
Gg lIP3 Sim —2.3dBV
€q1 Maximum 2.3 x 107% = —56.4dB
€42 Maximum 1.8 x 10~* = —38.5dB
€42 Maximum 2.6 x 107% = —55.8dB
SNR limit Umin, IP3 52dB
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are presented in Table 7.1 for a bandwidth of 20MHz, which corresponds to-©3R), and

typical biasing conditions. Their derivations will follow in later sections. There are several things

worth noting about them.

1. The inductors have @ of about 8 according to SPICE, so thg value required to achieve

@ = oo is 4.3mA/V when calculated from (7.17). In measurements, from Figures 7.34(b)
and B.2(b), the value comes out closer to 9mA/V. We discuss possible reasons for this in

§7.4.3.

2. SPICE measures typical in-band noise voltage densities of 20A¥Avhile our simple
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formula (7.4) predicts 3.5n\W/Hz. However, test indicate both SPICE and our formula
predict the same dominant term: the noise seems to come mostly from the DAC, the middle
termin (7.4).

3. The swing at the resonator outputs ando,, can be made only as high as about 12mV
because the DAC currents were chosen very small in this design. As a result, when we find
the normalized values and compare them to (7.28), it happens that none of them are large

enough to affect DR appreciably at OSR100.

4. The input-referred noise faf,, is quite large, typically 20n\/Hz, which in a 20MHz
bandwidth gives a minimum-detectable input signal:gf, = 90xV. The linearity of that
transconductor is such that - —2dBV or so, and calculation with (7.6) and (7.8) gives
a maximum SNR of 52dB.

At the outset, our simple formulae predict we will not do better than SNERdB which means

this is just over an 8-bit ADC. Let us study the circuit more closely, however.

7.2 Circuit Blocks

The circuit is built in a 0.pm SiGe BICMOS process, though it is an all-bipolar design and so
only uses the HBTSs of the process. These are rated at speeds of approxifpate0GHz and

fmaz = 60GHz. It should be stressed once again that the author did not design this circuit—there
were no notes to be found on it, so everything written in this chapter is based largely on inference
and a scant few conversations with the designer. The cidog@sfunction, so it is useful to study.

Let us describe each circuit block at the transistor fevel

2Until now we have specified input levels in dB, which as we noted in Chapter 2 is dB relative to full scale. In
this chapter, because this is a real circuit with an input voltage, we talk about input levels both in V and (because the
circuit is intended for a radio receiver) dBm assuming) impedance. The one place we refer to dB, Figure 7.44,
still uses dB relative to full scale, and we calculate the full-scale input levid.BL1.
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Figure 7.7: SPICE ac analysis of inductor: {3)(b) Q.

6 8
f (GHz)

7.2.1 Resonator

Before proceeding to the final resonator circuit, it is useful to break it down into separate compo-
nents.

Single-ended block diagram

The model in Figure 7.2 approximates the resonator quite well. A lumped-element equivalent
circuit for each on-chip inductor half-circuit can be derived from the physical inductor layout which
includes metal resistance, inter-turn capacitance, capacitance through the dielectric to the substrate,
etc. A SPICE ac analysis of the lumped equivalent produces the characteristics in Figure 7.7. The
inductor’'s nominal value gf; /4 = 1GHz isL = 3.5nH with a@Q of about 8.1, and its self-resonant
frequency is about 12.8GHz. This means the series resistance is RAbeuR.45(Q; it mildly
frequency-dependent, but in simulation the dependence is weak enough that we may donsider

to be constantC is actually twol.525pF capacitors in parallel with each other with both ends
connected to either collector of a differential pair. Thus, the equivalent capacitance to ac ground is

C = 6.1pF, four times this value.



156 Chapter 7: A 4GHz 4th-Order BRXM

Transconductor

Both input and@-enhancement transconductors are so-cathedti-tanh circuits [Gil98] whose

operation can be understood starting with the simple differential pair in Figure 7.8. A differential

Figure 7.8: Differential pair transconductor.

input voltagev;,, becomes a differential output currepf; with a hyperbolic tangent characteristic
[Gra93, Chap. 3]; the transconductan&g = di,.;/dv;, thus has a seérshape. Figure 7.9(a)
shows how thé&7,, vs.v;, curve varies as a function of tail currehy; for A = 1: we can increase
the peaks,, by increasing/,,;. The input range over which the circuit is linear can be improved
by first unbalancing the differential pair, whefetransistors are connected in parallel on one side
(effectively creating a transistor whose emitterdigimes larger). This has the effect of shifting
the peak of the7,, vs. v, curves as illustrated in Figure 7.9(b). Next, unbalanced pairs have
their outputs cross-coupled, Figure 7.10, which results in the owgfaltharacteristic having a
double-hump shape, Figure 7.11(a). The horizontal shift oftjjecurves is altered by changing
A, and we also have the option of adding small emitter resigtpte further change the shape of
the individual pairsG,, curves, Figure 7.11(b). By correctly choosiAgand R., we can get a flat

top on the final=,, vs.v;, curve. This is what gives us the desired increase in linear range.

The main advantage of using a multi-tanh circuit for linearity over a differential pair with
emitter degeneration is that the latter has a fixed transconductance, while in the f@gmisr
tunable with,,; while retaining good linearity. Furthermore, the increase in noise suffered by
using two pairs of transistors and two tail current generators (instead of one of each in a simple diff
pair) is more than made up for by the increase in 1dB compression point—multi-tanh circuits have

higher DR than degenerated differential pairs when both noise and linearity are taken into account.
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Figure 7.10: Multi-tanh circuit.
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Figure 7.11: (a) Multi-tanld7,,, characteristic, (b) effect of varying..

Input transconductor

The actual multi-tanh topology used in this architecture is depicted in Figure 7.12. In place of

Figure 7.12: Actual transconductance topology used.

resistors, diode-connected transistors are used. Between the input and ac ground, e-have
diodes formed by base-emitter junctions; what are the ramifications of employing this configura-
tion overD = 1 as in the original multi-tanh design in Figure 7.10[or= 27?

Example 7.1 Let us study the circuit in Figure 7.12 wiBo02 load resistors
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Figure 7.13: Transconductance as a function of number of diodes: (a) absolute, (b) normalized?g.peak

on the collectors of the input transistors goingi{a- = 5V. We will use an input

common-mode (CM) level of 3.4V, which is about what the actual level in the final
modulator is.

For I,,; = 0.4mA, Figure 7.13(a) plots/, vs.V;, from a SPICE dc analysis for
D =1, 2, and 3 base-emitter diodes:, falls from 9.40mA/V to 4.70mA/V and
3.68mA/V: it is inversely proportional taD. At the same time, the linear range in
Figure 7.13(b) increases proportionally &1 a 1% drop inG, happens at;, =
25mV, 50mV, and 75mV. This behavior is easily understood by considering the series
connection ofD identical diodes with the same currehaind voltagel” across their

terminals, Figure 7.14. The current through each diode is the same and is given by

D
[ 1
|
+ Y, -

Figure 7.14: Series-connected diodes.
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Figure 7.15: Linearity for emitter diodes vs. emitter resistors A& 4, D = 3, (b) A = 8, R. = 10012.

V/D
because the voltage across each diodé/iB. The small-signal transconductance is
found from
dI I, V/D 1T
m=—— = = ——. 7.30
=y T DETi) (k%) DT/q (7:30)

The transconductane&, above falls because of th¢ D factor in front of (7.30), and
the linear range increase arises because df'{ti¢ inside the exponential.

The advantage of using diodes rather than passive resistors should be clgar: the
for a diode is proportional té,,;;, but for a passive resistgr, is fixed. This explains
why in Figure 7.15, which contrasts the two cases for sindlaand/,,;;, the linearity
is retained as:,, is varied in the diode case but not in the resistor case.

A fair comparison of theD choices includes several parameters: the realizable
range ofG, values,l;,;; perG, (which gives a measure of power dissipation), and the
dynamic range, which is a combination of the noise figure and the linearity. We will
use an input frequency of 1GHz, since that is approximately the frequency at which

the circuit must operate in thAXM. The parameters for this cell are presented in
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Table 7.2. A discussion of the results is in order.

Table 7.2: Comparison of multi-tanh architectures.

Parameter H D=1 ‘ D=2 ‘ D=3
Realizable7, range (mA/V) 2-22 2-11 2-8
Alqi (1A per mA/V) 45 90 135
NFopt (dB), Rsopt () | 1taar = 400pA 5.67,600| 7.51,900| 9.11, 1100
Tioy = IMA 4.73,400| 5.83,550| 6.86, 700
Linearity 1dB compression (dBm)y —11.5 —5.5 -19
Estimated IIR (dBm) -1.9 +4.1 +7.7
ApproximateADR (dB) 0 5 7

e The realizabl&r, range is unlimited in theory as long as we are willing to supply
the currentl,,;. What limits us in this design is headroom, in particular the
design of the biasing circuit that suppligs;. For D = 3, excessivd,,;; pushes
the transistor supplying,;; into saturation which degrades linearity. This could
be remedied with increased supply voltdge:, though this would increasé.
on all the transistors and possibly introduce problems witla &YV

e As expected, power dissipation is proportionaltdor a givenG,. Again, high
G, can be obtained no matter whatis as long as we are prepared to dissipate

more power.

¢ Noise figures were measured in SPICE at 1GHz using ac analysis; the source re-
sistance was swept until the optimum NF was found, and both values are listed.
NF falls as/,,; increases; the Nf; increases between 1 and 1.5dB withde-
pending on/,,;. As well, largerD requires higheRRsq: for optimum NF. That

being said, NF andk s are roughly constant for the sarég.

e Linearity was measured with transient simulation in SPICE. The 1dB compres-

sion point is fairly easy to measure by sweeping the input voltage, plotting the



Chapter 7: A 4GHz 4th-Order BRXM

<
£
m
z
5 Y
g %
3 -60f o : i
i< ’
o L’
8 -80+ // g : : 4
-7l ——  Fundamental
-100¢ T --- 3rd hamonic i
PR 3dB/dB reference
-120 - I I 1 1 1
-60 -50 -40 -30 -20 -10

Voltage input (dBV)

Figure 7.16: Linearity plot for a multi-tanh circuit.

output current, and using straight-line extrapolation to find where it deviates from
linear by 1dB. Figure 7.16 shows the results of a two-tone test in SPICE where
the input tones are at 980MHz and 1GHz, and the third harmonic at 1.02GHz
is plotted. Unfortunately, the third harmonic does not behave in a Taylor-series
manner: the slope of its magnitude doesn'’t increase by 3dB per dB of input
voltage, as the dashed and dotted lines show. This is an inherent property of
multi-tanh circuits [Gil98]; because of it, defining K& difficult. The definition

we adopt (simply so we have a method of discussing it) is that it is 9.6dB higher
than the 1dB compression point, which derives from the assumption of a weak
Taylor-type cubic nonlinearity in (7.7) and (7.8). In any case, linearity improves
roughly as20 log,, D.

Combining the previous two facts—the small increase in NF with the larger in-
crease in 1dB compression point—leads to the final table row which shows DR
improvement resulting from increasirig,



Chapter 7: A 4GHz 4th-Order BR>XM 163

L TR
{1
1

C ot
! oivout
ot
on op 0 10k vV on op
+ oip D $AAA, B+ ip
| Multi-tanh 3p7~. | | Multi-tanh
Vin circuit Ve llp/ circuit Vo
—o—in vcj in ch)
10k 3n=
L L PT T L
VCDB QCDB
250

Figure 7.17: Band pass resonator block.

In conclusion, there is a clear DR advantage of udihg- 2 instead ofD = 1, and
a slight further advantage in using = 3 overD = 2. In aVyc = 5V design
such as this ond) = 3 is about the maximum we can get away with while retaining

acceptable headroom. O

(Q-enhancement transconductor

The band pass resonator block appears in Figure 7.17. The input voltage is applied through emitter
followers (not shown) to the input multi-tanh block whose load is the LC tank.(JFle@hancement
transconductor is a second multi-tanh circuit whose input is derived from the output voltage sam-
pled by a capacitive divider. The dc level at the inputs to(henhancement multi-tanh would not
be well-defined without the control voltade pz and the circuitry associated with it.

Examination of the dc operating point of the circuit makes it clear that care must be taken
when choosing where to set various voltages when the power supply is 5V. The bias circuit has to

be turned off in practice because the base currents @ tihmeilti-tanh input transistors alone drop



164 Chapter 7: A 4GHz 4th-Order BRXM

enough voltage across tR& and10kS? resistors to push the input common-mode voltage
to 3.5V, which, as was also true with the input transconductor, strains the ability of the transistors
supplyingl,,; to stay out of the saturation region. Raisirg, s to a voltage which turn®.pz on
pulls V;5 down further resulting in worse IlFfor the G, transconductor. Therefor&.pp = 0V
is required in normal circuit operation.

The G, transconductor’s ac input voltage derives frafy, through the 1pF/3pF capacitive
voltage divider. We expect a voltage division of 0.25 (i.e., the input sign&}atsmaller than
V,ut Dy a factor of four), though SPICE simulations indicate a value of closer to 0.20 for a signal
between 1GHz and 4GHz. The transistors in ¢hemulti-tanh circuit are, however, four times
larger than those in th@', circuit, so they are capable of supplying about four times the current
at the samé’z. The net result is, the achievable transconductance range obtainable @y the
transconductor is not markedly different from that for thgtransconductor. The linearity is better,
however:G, achieves IIR = +20dBm or so vs+8dBm for GG, though this is expected because

of the voltage division.

Resonator characteristics

We illustrate gain and) tuning for the overall resonator in a SPICE ac analysis in Figure 7.18.
Figure 7.18(a) shows; tuning with fixedl,, where these two voltages control the tail currents in
each multi-tanh block. The peak gain varies over about 9.5dB,Withremaining almost constant

at about 73; the peak gain is proportional to thein the gain multi-tanh circuit. Figure 7.18(b)

is with Vi fixed andVy tuned, and the),., varies from 28 forV, = 2.4V to about 360 for

Vo = 2.7V. These results are useful because they let us estimate actual voltage levels which result
in a certain gain and during testing.

We also do a comparison of ac analysis to transient analysis. Figure 7.19 contrasts the analysis
results forV,; = 2.2V andVy = 2.6V, gain in Figure 7.19(a) and phase in Figure 7.19(b). It
takes the output amplitude about 400 cycles to settle, so each simulation takes quite a bit of time.
Agreement is good except near the peak gain where it becomes merely acceptable: ac analysis

predictsQ) = 74 while the transient analysis showks ~ 150. SPICE ac analysis is linearized
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Figure 7.20: Overall latching scheme and waveforms: (a) NRZ modulator, (b) RZ modulator.

while transient analysis preserves nonlinearities, hence the two disagree here [Che94, Che98c].
We can find the input-referred noise (and hence the minimum-detectable input sigpal

from a SPICE ac simulation. A value for typical control voltage settings,js = 20nV/v/Hz,

though this can vary by a factor of two either way depending on the exact biasing. In a 20MHz

band, the total noise comes out to abapt, = 901V which is therefore the smallest modulator

input voltage which can be sensed. Both these values were listed in Table 7.1.

7.2.2 Latch

Two different modulators were designed: the “NRZ modulator”, which has NRZ and half-delayed
NRZ (HNRZ) feedbacks, and the “RZ modulator” with RZ and HRZ feedbacks. Block diagrams
of the latching schemes in each are shown in Figures 7.20(a) and (b). The NRZ and RZ blocks
are half-latches with outputs that either don't or do return to zero after a half cycle (c.f. the dashed
and dotted lines in Figure 4.15). The one-bit quantizer in both designs is a preamplifier with an

ECL master/slave latch, exactly as was depicted in Figures 4.15 and 6.5. As mentioned at the start
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Figure 7.21: Schematics for (a) preamplifier, (b) half-latch.

of this chapter, there is a full sample of delay prior to each DAC, and these are implemented with
appropriate further half stages as shown.

The preamplifier circuit, Figure 7.21(a), is a simple differential pair with input and output
buffers. As we noted i§6.4.3, it has been shown [Lee92] that emitter followers before and after a
preamplifier are good for eliminating coupling of the clock signal between the main latch and the
preamp. But the followers in this circuit are apparently sized and biased incorrectly for optimum
speed, a rather serious oversight for a high-speed circuit. We will worry about correcting them
in §7.4.2; for now, we provide gain and phase curves of SPICE ac analysis (supplemented with
transient analysis for verification) for the input follower in Figure 7.22(a). Followers are fairly
forgiving circuits, so the gain and phase shifts are not huge, but they can be improved a good deal.
One result of the rolloff exhibited in the input follower gain curve is that the overall preamp has an
ac analysis given in Figure 7.22(b): the8dB frequency is quite low at 4.59GHz. The dc gain is
18.7dB, and the phase shift At;qg is —61.6°.

A half-latch in this design appears in Figure 7.21(b). The output swing is typically 270mV
and the regeneration time constant for the latch as designegl s 17.4ps, which again can be

improved with proper follower design. We leave this §@t4.2.
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Figure 7.22: Original preamp ac analyses: (a) input follower, (b) entire circuit.

Typical ZCT characteristics for the M/S latch output and one-sample delayed latch output are
illustrated in Figures 7.23(a) and (b), respectively. Clocking,at 4GHz in anfr = 40GHz
process is aggressive, to be sure, if the guideline of 4-5%.this to be believed. That guideline
was for a three half-latch design, and this one contains four, so the regeneration at the final latch
output is adequate, as is clear by the sharpness of the corners in Figure 7.23. However, it is the
hysteresis in combination with small quantizer input swing which will turn out to be a major
problem in this design: we barely use 5% of the full-scale input range. Our redesign will address
this.

7.2.3 Output Buffer

The output is obtained from the slave stage of the M/S latch driving a differential paib®fith
load resistors, Figure 7.24, for matching to an off-chi2? measuring device. The bias current,
and hence the output swing, is controlled with a volta@e » applied directly to the base of a
current-source transistor. A typical desirable swing for us is 200mV, which requires a current of
4mA; this can be achieved by usif@; » = 3V.

In Figure 7.25(a), we show a typical output waveform from the M/S latch, and Figure 7.25(b)
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Figure 7.25: Output waveforms: (a) M/S latch, (b) output buffer.

depicts the output buffer waveform. The latch output seems not to rise very sharply, but the edge
of the output buffer waveform is much better-defined.

7.2.4 DAC

There are a total of four DACs on the chip, two for each of Yag,; andVyygrz (Or Vzz and
Vurz) signals; for each signal, one DAC connects to the first resonator output and one to the
second. The DACs are relatively simple current-steering circuits, Figure 7.26, with follower inputs
and current outputs derived from the sum of cross-coupled diff pairs. A typical output voltage
waveform vs. normalized time appears in Figure 7.27. The M/S latch output switches just after
t/Ts = 0, then there is a full sample of delay before the DAC switches. The Z@J is 1.322

and the rise time ig, = 0.146. ldeally, this waveform would switch instantaneously &t; = 1.

7.2.5 Complete Circuit

Finally, complete transistor-level schematics for both modulators are shown in Figures 7.28 and

7.29. The boldface words are the names of the external signals. A die photomicrograph of the
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Figure 7.30: Die photomicrograph of NRZ modulator.

fabricated NRZ modulator appears in Figure 7.30. The die measures1.6mn? with the pads
and1.6 x 0.85mm? without. There are a total of 40 pads: 6 input (two each for differential input,
clock, and output), 2%, 15 dc bias (cg, Veur, two each ofl; andVy,, Vopp, and four each

of V;., andV}._ for the DACs), and 17 ground. As is evident from the schematics, the input signal

common-mode (CM) levels are not set on-chip and so must be provided through bias tees.

7.3 Measurement Results

Given the number of dc biases that must be controlled in this design, standard high-speed probe
configurations for wafer-level tests are all but impossible to come by. It is possible to have a

“membrane probe card” specially constructed, but several factors (not least the financial expense
of US$17,000) ruled out this possibility. Thus, diced wafers were packaged and mounted on a
four-layer test board. There are no individual circuit block breakouts, so we must devise methods

to check circuit behavior based only on the overall modulator output bit stream, either in the time
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Figure 7.31: Measurement test setup.

domain or the frequency domain.

The input and clock signals were provided from signal generators, driven differentially onto the
board throughi80° power splitters, each with two bias tees for providing CM voltages. At first,
Vee and the two CM voltages were all provided with separate power supplies, which resulted in the
destruction of several packaged parts by applying inappropriate voltages across certain junctions
of the input buffer transistors; eventually, a single supply¥fe, was used, with the CM levels
being drawn from a tunable resistive divider circuit. SMA connector-terminated cables of equal
lengths rated to 40GHz were connected to the board. The remaining dc biases were BgtWith
potentiometers connected betwdegn: and ground. Each required hand tuning with a screwdriver
and voltmeter to set a desired voltage level. The output came differentially from two similar cables
connected to the “DC+RF” input of bias tees; the RF outputs have no remaining dc component,
and they were connected to a spectrum analyzer through a combiner. A diagram of the test setup
appears in Figure 7.31.

A typical spectrum analyzer display for the NRZ modulator output bit stream appears in Fig-

ure 7.32. The conditions with which this plot was made were
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Figure 7.32: NRZ modulator output spectrum.

Input 4.2V CM,—26dBm, 1.010GHz

Clock 3.0V CM,—10dBm, 4.000GHz

Power supply 5.03V, 75mA

° VGI = VGQ = 2.6\/, VQl = VQ2 = 2.8\/, VCDB =0V

VBUF — 3V, VC’B — 4V
e DACCM 1.2V, V,;5 = 0.4V, V,,y = 0.2V, V) = Vjy = OV

The noise-shaping behavior is evident: the quantization noise has a dip of 20dB or so at about
fs/4 = 1GHz. Thus, the circuit appears to be functioning correctly.

7.3.1 Resonator

For the resonator, there are three voltages which should have a noticeable Effett), and

Veps. Let us examine each in turn.
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Varying Vg

For simplicity, we test the NRZ modulator with the half-delayed feedback pulses disabled, i.e.,
Vie = Vi = OV. This allows us to specify the level of a full-scale input easily. From (7.14)
and Figure 7.2 (recall also Example 2.7), the maximum input is one where the current due to the
input transconductaf,; u has the same magnitude as the feedback cukrgnt Thus, the output
magnitude relative to full scale of an input sigmah V is

@u, (7.31)
kn2

whereG, is in mA/V andk,; in mA. Let us relate all these quantities to the signals we actually

use.
e (i, isrelated td/; through Figure B.2(a). An approximate formula is
Gy =5.43V5 — 8.73, (7.32)
whereG, is in mA/V andVg; in V.
e Fork,,, definek,, = I, — I, andV,,, = V,, — V,_ in Figure 7.26. From Figure B.4,
I, = 0.48V}, — 0.38 (7.33)
for I, in mA andV, in V. Substituting our definitions in (7.33), we arrive at
fins = 0.48V,55 (7.34)
for k,» In MA andV,,, in V.

e The input voltagé/;,, from the signal generator is calibrated in dBm assumingfaload.
The modulator input, however, was not designed to has&ainput impedance: the signal
generator drives the pin capacitance, a bond wire inductor, and then an emitter follower.
In §7.4.2, we estimate that the signal at the base of the emitter follower will be about 4dB
smaller than the dBm reading on the generator. Taking this into account, we may write

u = 100Vin=14)/20 (7.35)
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for u in peak V (as opposed to rms) aig being the nominal output from the generator in
dBm.

e We shall see that the time-domain output voltage has a swing of about 120mV peak-to-peak,

or 60mV peak. An 0dB input tone thus requires a peak magnitude of 60mV, which is

20log,, 0.06 + 10 = —14.5dBm. (7.36)

For a 1.003GHz-26dBm input, the magnitude of the 1.003GHz tone in the output spectrum as a
function of V;; appears as the solid line in Figure 7.33(a). The result calculated from equations
(7.31)—(7.36) is plotted as the dashed line. The curves agree reasonably well. According to our
approximate formula (7.32), the transconductor turns offat= 1.6V, at which point no output
tone should be visible; in reality, the output tone remains with an amplitude is ald@dBm even
with V;; = 0V, likely because of coupling acrossg, from input to output of7;.

Simulation of the modulator using the RK4 program and a model like Figure 7.2 shows that
the output amplitude depends slightly ®p, as well, though in a manner that is more difficult

to calculate. Figure 7.33(b) shows measured and simulated output tone magnitude Egainst
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Figure 7.34: (a) Loss of noise shaping for small input anddhwb) minimum-detectable input amplitude agaivigt

for fixed V;; = 2.6V, and once again, even wifl;, = 0V, there is still an output tone of about
—35dBm. Generally, the output tone magnitude behaves as expected whergiibesaried.

Varying Vg

Ideally, a modulator is tuned so that it has infinife This means (in theory) an infinitely-deep
notch in the quantization noise and optimal SNR. Practically, there are two cases of interest which
we demonstrate here. @} is tuned too low, then the modulator will not exhibit noise shaping for
very small input levels [Fee91]. Figure 7.34(a) depicts output spectiafor= Vo, = Vo = 2.8V
and the input amplitude increasing slowly. At8dBm, no noise shaping is seen; the modulator is
sensitive only to inputs of47dBm. Figure 7.34(b) plots the minimum-detectable input amplitude
versusly: atVy = 3.25V, the input can be disabled without the loss of noise shaping at the output.
On the other hand, if) is too high, then instead of a resonator we will have an oscillator.
Figure 7.35(a) is the output spectrum g5 = 3.31V and no input, which turns out to be just on
the edge of stability—if we makg, = 3.33V, the spectrum looks like Figure 7.35(b), which has
the tonal behavior characteristic of a modulator with an oscillator in the forward.patte 1,

3|t is actually possible to have a pole slightly outside the unit circle and still have a stable modulator: this yields
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Figure 7.35: Oscillation in output spectrum: {&) = 3.31V, (b) Vp = 3.33V.

which causes oscillation in practice is higher than that predicted by (7.14): from Figure B.2(b), we
may write

G, = 3.63V, — 6.01 (7.37)

for G, in mA/V andVj, in V, and for the parameters in Table 7.1, we expgggt= 2.83V or so.
The spacing of the tones in Figure 7.35(b) is curious: they seem to occur every 38MHz or so,
which suggests we have entered an output limit cycle whose perif@Hz/38MHz ~ 105. No
explanation for this value is obvious, though it might reasonably be some kind of beating between

the oscillation frequency anf} /4. Naturally, the modulator is not intended to be operated in this
regime.
Varying Vepg

We stated ir§7.2.1 that setting/~pz too high would give linearity problems due to saturating the
current-source transistors in tlieenhancement multi-tanh block. The best way to verify this in

a so-called chaotic modulator [Ris94, Chap. 3]. Pushing the pole too far outside the unit circle results in instability
like that shown in Figure 7.35(b). From Figure 7.34(®)= oo seems to be achieved B = 3.22V, so the plot in
Figure 7.35(a) folp = 3.31V is very likely one where the modulator is chaotic.
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Figure 7.36: Effect o¥/cpp on (a) linearity, (b) supply current.

practice would be with a two-tone test, but our setup is too cumbersome to allow this to be done
easily. However, with a fixed-amplitude26dBm tone, we can observe the amplitude of the output
tone varying ad/cpp increases, Figure 7.36(a). The gain to the output is constant for Epad,

but as soon a€pp in Figure 7.17 turns on, we start to see distortion, first gain expansion, then
gain compression. The transistors supplyipg in Figure 7.12 are being driven into saturation
almost immediately whe®)pp starts to conduct: Figure 7.36(b) shows that the current drawn
from the supply begins to drop &5 is driven towards 0, which is the expected behavior from
Figure B.1(b).

7.3.2 Latch

The control voltagé/-z affects the behavior of the latch in a quantifiable way: it changes the
current/;, through R, in Figure 7.21(b), and hence the regeneration time Increasing/;,

leads to a closer bunching of the ZCT curves in Figure 7.23(a), in turn leading to smadgr.
Examination of the output spectrum negr4 shows that the spectrum is white; if it is limited

by noise due to DPW modulation from metastability, then the noise floor should become lower as

oppw falls. Figure 7.37(a) demonstrates that the noise floor near the resonator center frequency
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Figure 7.37: Changinyizg: (a) overall spectrum, (b) in-band noise.

does indeed fall a¥;p is increased from 2.6V to 3.3V and 4.0V. Figure B.3(b) is the in-band
noise measured with the spectrum analyzer set to display a 10MHz band near the approximate
notch center frequency of 980MHz; Hs increases, the in-band noise falls.

The author also had a brief opportunity to take some time-domain measurements on a 50Gs/s
sampling oscilloscope. Figure 7.38 shows an eye diagram of the 4Gb/s bit stream on a 50ps/div
horizontal time scale. The eyes have a not-inconsiderable number of dots inside them, the cause of
which is the location at which the output bits are taken: the M/S latch output. The dots correspond
to instances where the latch output is delayed and the oscilloscope happens to sample at a point
on that delayed waveform. The eyes would be more open if the output bits were taken from
the one-sample delayed latch, where from Figure 7.23(b) there is less ZCT variance. This is of
consequence when the modulator output spectrum is examined on a spectrum analyzer, as opposed
to found from the FFT of a sequence of output bits. Even though much of the digital output edge
jitter due to quantizer metastability is removed in taedback patlby the two extra half-latches,
none of this jitter is removed at the modulator output because this output is paicento the
extra regeneration stages. To a spectrum analyzer, the analog properties of the output waveform

are significant. Thus, closed eyes due to metastability will degrade the spectrum measured on a
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Figure 7.38: Output bit stream eye diagram.



184 Chapter 7: A 4GHz 4th-Order BRXM

-138m¥ —
45.84dns \ cHps diw

Ton -19.5mV Mean 46.B3ns wxle 7h.457% Top

Btm -21.5mV [RMSA 18.73ps utle 95, 449%

Lft 45.96ns PkPk 16B.4dps wx3ec 98.168% Bottaom

Fgt 46.12ns Hits 49982 Wfms 15382

Figure 7.39: Histogram of time-domain output bit zero crossings.

spectrum analyzer by whitening it in-band. \die find that increasing/c 5 resulted in improved
eye openings, as one would expect.

More evidence of the effects of metastability can be seen in Figure 7.39, which is a histogram
of the zero crossings of the time-domain output bit stream. At these rapid speeds, the sampling
jitter of the oscilloscope itself is significant. When we used a common frequency reference for
both a signal generator and the scope, and applied a 4GHz sine wave from the generator to the
scope, we found a normally-distributed time jitter (the “RINSfield in the figure) in the sine
wave zero crossings of about 7ps. For thEM output, the rms jitter is 18.7ps, and there it
is clear that the tail of the distribution descends more gradually to the right than the left as ex-
pected for a metastable quantizer. The same measurement was taken five times, and rms jitters of
{18.2,18.3,18.7,19.2, 21.2}ps were measured, so it is hard to specify an exact value.

In theory, the effect of metastability could be removed if we captured a bit stream and found
its spectrum. Again, the author had brief access to an 8Gs/s oscilloscope which could sample and
hold 128k data points. The scope thus sampled the 4Gs/s bit stream twice per bit, and then the
odd or even 64k samples could be downloaded to a computer and a spectrum taken. For a 1GHz
—15dBm input, Figure 7.40 shows the 16 averaged 4096-point Hann-windowed periodograms of
the bit stream. Annoyingly, this data was captured before the author fully understood:tie
hence the biases were set incorrectly: we usgd= 2.6, which is nowhere near high enough for

a deep noise notch. As a result, this spectrum has a similar noise floor to that observed on the
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Figure 7.40: Output spectrum of captured bit stream.

spectrum analyzer and many spurious tones.

7.3.3 Output Buffer

There is not much to test on the output buffer itself. Figure 7.41 are output spedtiafor= 2.0V

and 3.0V. From Figure 7.24, such a change should result in a supply-current increase from about
2mA to about 4mA, and we measure it to go from 87.8mA to 90.0mA. Furthermore, doubling the
switching current should mean double the output voltage swing and hence 6dBm more spectral
power total; the measured increase is about 5dBm.

7.3.4 DAC

ChangingV;,; in the NRZ modulator should affect the amplitude of the input tone as it appears in
the output spectrum according to (7.31). Figure 7.42(a) is the output magnitude of a 1.003GHz
—36dBm input tone ad/,, varies, both measured and calculated. Once again the shapes of the

curves agree quite well. The supply current rises approximat@lyA over the rangé/,,, = 0.2V
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986 991

to 1.0V, which concurs with Figure B.4.

Otherwise, changing DAC voltages should affect the loop filter zero locations and hence the
noise shaping. Figure 7.42(b) shows that an NTF pole moves up in frequency and further towards
the middle of thez plane asV,; is increased; a similar movement of this pole is observed in
simulation in the RK4 program. Many other such examples could be demonstrated, but this one
gives the general idea.

7.3.5 Dynamic Range

It is clear from the spectra presented in this section that the actual noise notch center frequency is
approximately 980MHz. Thus, for a DR plot, we get= 3920MHz, four times this value, and

apply an input tone at 981MHz. We choose to consider a bandwidth of 20MHz (i.e.O19B),

which is what we assumed in Table 7.1. Typical in-band spectra appear in Figure 7.43; the noise
floor is white with a level of about-130dBm/Hz. In a 20MHz bandwidth, the total noise power

is thus—57dBm, and in Figure 7.43(a), the signal poweri$2dBm, which gives SNR= 15dB.

An input 20dBm larger shows much output harmonic distortion, as seen in Figure 7.43(b). From

(7.31) and the circuit voltages, the full-scale input for these conditions is abiclatBm.
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Figure 7.44: Dynamic range plot for NRZ modulator in 20MHz bandwidth.

Figure 7.44 shows the DR plot for the NRZ modulator, where spectra with 20MHz bandwidth
were captured and the SNR calculated in Matlab. This SNR stays positive for inputs up to 0dB, but
it is difficult to know how to calculate it fairly for large inputs because of strong harmonic content
and distortion of the input signal. In any event, the peak SNR is 37dB and the DR is about 40dB,
which makes this a 6.3-bit converter. The SNR value agrees well with our prediction in Table 7.1.
The modulator consumes about 450mW from a single 5V supply. WithiB input, the harmonic
at 977MHz dominates, and the SFDR is found to be approximately 48dB. In a narrower bandwidth,
SNR performance would be better, improving at 3dB per octave of oversampling, though spurs can

exist even in very narrow bands and thus SNR performance might still be limited.

7.4 Result Commentary

The performance of the modulator is disappointing, certainly, though a good deal was learned in

the process of simulating and testing it.
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7.4.1 Design for Testability

In all circuit designs, it is important to think about how the circuit will eventually be tested, and if
possible, to design so that testing is facilitated. This becomes more necessary, indeed crucial, as
the speed at which the design must operate increases. Though they may seem obvious, a number

of points came up in the testing of thie>M which deserve to be mentioned.

Individual block breakouts

It is a major boon if the individual circuit blocks are broken out of the whole circuit for separate
testing, particularly in a relatively new manufacturing process (as was the case at the time this
AYM was made). Each block usually has fewer settable parameters than the entire circuit, which
offers two advantages: it can likely be tested on-wafer with a standard probe arrangement, and the
parameter space for a block can be rapidly explored. Furthermore, if one block operates differently
than expected, this can be found by testing the block by itself rather than observing its effect on
the output of the full circuit. The main disadvantages of breakouts are the increased amount of die
area consumed and that special input and output buffers might need to be designed to test a block
by itself. Experienced designers building a familiar circuit in a well-characterized process might

have less need to heed this advice, but following it would have been beneficial here.

Tunability

How to choose the number of tunable parameters in a design is not always obvious. On the one
hand, one would like to be able to control as much as possible when the process is unfamiliar or
new. On the other hand, using a large number of parameters can lead to a testing nightmare—how
can one be sure the design is tuned to give optimal performance when the parameter space is huge?
For a first cut, tunability is probably a good idea, though for an actual product, over temperature
and process variations, parameters must stabilized either by design or through stabilizing circuitry.
At times during testing, this author found the amount of tunability in this design frustrating, but in

the end it was probably prudent.
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Data capture

A designer must anticipate how the circuit output(s) will be observed. For GHz-gpebt this

is particularly relevant: how does one plan to capture the high-speed bit stream? For measurements
directly in the frequency domain, one must remember that spectrum analyzers have a certain noise
floor and that they are sensitive to analog imperfections in the waveform. Likewise, for time
domain measurements, fast sampling scopes cannot necessarily sampleegeggtting enough

bits for a reasonable spectrum (like 16k or more) might be nontrivial. Worth considering is an
on-chip demux, for example 1:16 in the 4GHz design in [Rag97], which groups the bits into 16-bit
250MHz quantities which can be brought off-chip to a fast logic analyzer.

Packaging and board design

These are two more important factors in high-speed test. If the circuit can be tested on-wafer, so

much the better, but if packaged testing is required, the board design and packaging can have a
major impact on the measured performance. The test board for this circuit seemed well-designed
to the author, but the package left a good deal to be desired: the footprirt wasnm? for a

2.5 x 2mn? die, which meant very long bond wires between the package pins and the die surface.

We explore the effect of bond wire inductance in the following section.

7.4.2 Known Circuit Problems

This design was a first cut. The author is fairly certain that it was thrown together in a very short
space of time for a tight deadline; that it works at all is a testament to the design skill of Mr. Gao.
Even so, there are many areas in which, upon further examination, things could have been done

better, a list of which follows.

Improper architecture choice

A modulator with half-delayed NRZ (HNRZ) feedback is a bad idea because it produces a dif-

ferent pulse shape when there are two of the same output bit in a row. To illustrate, suppose the
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Figure 7.45: lllustration of nonuniform feedback caused by a half-delayed NRZ DAC.

modulator output goe§— + + — + + ——}, where— isa—1 and—+ is a+1. In Figure 7.45, the

DAC pulses that would result from such a sequence are depicted for NRZ/HNRZ and RZ/HRZ
modulators. At the feedback, the pulses are summed which results in the feedback waveforms in
the bottom graphs. It is apparent that for two or more of the same output bits in a row, the wave-
form sum for the first bit looks different than for all the remaining bits in the NRZ/HNRZ case,;

by contrast, the waveform sum in the RZ/HRZ case looks identical for eveagid — no matter

how many of the same bit occurs sequentially. This nonuniform feedback sum means a modulator
employing HNRZ feedback cannot implementh-order noise-shaping in a BRXM of orderm;

it introduces additional numerator terms in the equival€iit) which would require additional

feedbacks to compensate.

One might ask, therefore, why all the test result§ 78 were done on the NRZ modulator
rather than the RZ modulator. There are three reasons. First, the HNRZ feedbacks were set to zero
so that they did not affect modulator performance. Second, it is easier to calculate the full-scale
amplitude for the NRZ modulator than the RZ modulator. Third, a modulator employing HNRZ
feedback is nonideal only if the performance is limited by quantization noise alone; in our circuit,
white noise filled in the noise notch. The performance of the RZ modulator was no better than the

NRZ modulator, so it did not matter which we measured.
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Output bit taken from wrong point in feedback

As we said in§7.3.2, the output bit/,,; for the modulator comes from the M/S latch output.
Instead, it should be taken from the one-delayed latch outputs to reduce edge jitter. This would
matter less if there were an easy way to capture the bit stream, but when using a spectrum analyzer

to measure performance, it matters more.

No input or clock matching networks

If this modulator were to be used in a radio receiver, matching between the driving circuit (per-
haps a mixer) output and modulator input is important because the mixer would be sensitive to
reflections due to mismatch. Moreover, the impedance level seen by the driver matters because it
determines the actual signal amplitude at the modulator input. No apparent attempt was made to
match the input to a sourc&)2 or otherwise.

An approximate model for what the source actually sees appears in Figure 7.46 [Szi98], where

Figure 7.46: Model of actual circuit input.

the inductors represent the bond wires (1mm of bond wire has about 1nH of inductanoel),.the
capacitor is a power supply decoupling capacitor on the circuit board, and the 10pF capacitor is
the package pin capacitance. A more accurate model would include the SMA connector model,
the 50¢2 transmission line on the circuit board, and the pad capacitance, but this will do for our
purposes. Transient analysis in SPICE for the input transistor shows that a 1GHz sigpal at
gets reduced by 10.5dB &}; for the clock transistor and a 4GHz input, the attenuation is close to

20dB. It was this knowledge that allowed us to write (7.35), the actual input amplitude s&gn at
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relative to the reading on the signal generator.

Clock jitter due to circuit noise

The input-referred noise voltage at the base of the clock input buffer causes a deviation in the zero-

crossing of the clock voltage, i.e., clock jitter. In Figure 7.47, near a zero crossing of the clock

Clock

N\

AVnoi

Ay

Figure 7.47: Clock jitter caused by circuit noise.

waveform, circuit noisé\v,,,; causes a time jittef\¢;;;,. For a clock given by
Vear = Ac sin 27 ft, (7.38)

Figure 7.47 allows us to write
Avnoi ~ d‘/clk

N
because the clock zero crossings are at the point of maximum slope of the clock waveform. Solving

(7.39)

max

for At;;, gives

AUy
Aty = — "% . 7.4
t]ztt 2'/TAclkfs7 ( O)
writing Awv,,,; = \/v2,fs and solving yields
E

SPICE ac analysis tells us that the input-referred noise voltaje-att GHz for the clock transistor
IS v, = 3.56nV/v/Hz, so forA,;, = —4dBm = 0.2V,

o5 = 1.8 x 10775, (7.42)
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Figure 7.48: Measured in-band noise as a function of clock magnitude.

The measured in-band noise as a function of the dBm reading on the clock signal generator
appearsin Figure 7.48. There should be some way to relate this to (5.13), (5.19), (7.36), Figure 7.47
for the actual clock level on chip, and (7.41), which is plotted with the dashed line in the figure. The
calculation can only beery approximate because of the uncertainty of many of the parameters,
and the reality seems to bear little resemblance to the calculation. The author has found that
clock amplitude has some bearing 0y, the latch regeneration time, which in turn affects the
metastability behavior of the latch; this is a complicated effect to model, and it might be responsible
for the observed behavior. At this time, there is too little information to tell.

Misdesigned emitter followers

Emitter followers appear frequently in ECL designs, typically as interstage buffers, drivers, and/or
level shifters. There are two important design parameters for followers: the bias current and the
transistor size. Bias current is chosen to be large enough to drive the load of the following stage, but

not so large as to waste power. Transistor size is determined by, among other things, bias current,
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Figure 7.49: Measurefir vs. I curves for SiGe BJTs.

where usually one chooses a transistor that operates at itsfpeaken I; loading, becaus€’,
in output buffers connects to analog ground and hence appears as an amplifier load; and noise,

where if input-referred noise is important, a larger device should be used because its extrinsic base
resistance is lower.

The majority of the followers in this design are devices véithum emitter widths and 0kS2
emitter resistances. Figure 7.49 shgfwsagainst collector current for fabricatedum, 5um, and
20pm devices. The typical voltage level at the emitters of these followers ranges between 2.5V and
4V, which means the bias current level is betwdgn= 250uA and 400.A. From the figure, the
20pm device has aif; from 10GHz to 13GHz; clearly, this is nowhere near the device’s geak
Fortunately, followers can be forgiving: Figures 7.50(a) and (b) show the input and output voltages
of the resonator output buffers in Figure 7.28, and we see that the voltages are being reproduced

faithfully despite the low bias current. The place where we get into trouble is in the preamplifier
and half-latch, as we now detalil.

Consider once again the preamplifier in Figure 7.21(a). The common-mode |&yg) &t typ-
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Figure 7.50: (a) First and (b) second resonator output buffer waveforms.

ically about 3.4V, which means 2.6V at the emitters of the input followers; withk& resistance,

we can calculatd ~ 250pA. This is not nearly enough to drive tig, of the diff pair which

is magnified by the Miller effect. The output followers are large devices whisegether with

the diff pair loadR,, create a largish RC time constant. These two factors, insufficient input drive
and large output loading, resulted in the rolloff at 4.6GHz in Figure 7.22(b). Resizing the devices
and changingr.; appropriately results in the improved performance in Figure 7.51. The input
followers are still20um, but R, = 40012 instead ofl0kS2, which gives them much higher drive

(Ic = 6mA) and operates them closer to their pgak Consequently, in Figure 7.51(a) we observe
only 0.13dB of rolloff and—2.9° phase shift at 10GHz. Shortening the output follower§;tm
reduces the loading on the amplifier output nodes, And= 2kS2 sets/ ~ 2mA which accord-

ing to Figure 7.49 operates the devices near their ggakhe overall preamp ac response appears
as in Figure 7.51(b): the low-frequency gain is 18.9dB, the corner frequency is 10.8GHz, and the
phase shift there is 78.2°. This is a substantial improvement in corner frequency compared to the
4.6GHz in the original preamp i§7.2.2

Similar problems exist in the half-latch, Figure 7.21(b)§@2.1 we noted that the regeneration

time constant,, of this style of latch is related to the GB product of the regenerative quad; in turn,
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Figure 7.51: Optimized preamp ac analyses: (a) input follower, (b) entire circuit.

this GB product is affected by (which controls the current, in the diff pair in the quad), the
capacitance at both nod&s,,,;; andV;,..:, Ri., and the drive of the output follower. We stated in
§6.4.2 that making the latch as fast as possible doesn’t do much to improve the performance lost
due to metastability; this was assuming the latch was at tdaseto optimized, which this one is
not. With a20,m output follower andk.; = 10kS2, SPICE transient analysis gives = 17.4ps.
This has the same two problems as before: large loadifg,al due toC), of the follower and
inadequate drive of the Miller capacitance of the next stage’s amplifier. Sticking vétiura
transistor and changing,  to 5002 helps greatly with the drive aspect, lowering to 12.3ps, but
the loading is larger than necessary. This can be seen by uspg &ransistor andi, ; = 1.5k,
which givesr,, = 10.4ps. Going to a smaller device like5um reduces loading still further, but
such a device cannot drive as much current without itself slowing down; the ogéipakems to
be aboutk(2 for such a device, in which casg, = 10.9ps. The best tradeoff between loading
and drive in this design, therefore, seems té b andR,; = 1.5k(2.

How much difference would a proper design make? Figure 7.52(a) contrasts the original M/S
latch output waveform from Figure 7.25(a) (the solid line) with the output waveform resulting

from a latch with redesigned followers. The new output buffer wave in Figure 7.52(b) crosses
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Figure 7.52: Output waveforms: (a) M/S latch, (b) output buffer.

zero earlier (i.e., the output buffer responds more quickly), but at the cost of a large overshoot in
Figure 7.52(b). This is partly as a result of the ripple in the latch output, but also because there is a
good deal of coupling from the bases of the output buffer diff pair through the Miller cap&gijtor

to the collectors. We can reduce the severity of the coupling by using smaller transistors; replacing
the 20m devices withbum devices yields the dash-dot output waveform in Figure 7.52(b). The
overshoot has been cut approximately in half, and moreover we have achieved a slight speed in-
crease (note that the zero crossing now occurs slightly earlier) because we have lowered the Miller
capacitance which the latch output has to drive. Moreovegg,na device is still capable of operat-

ing quickly at/ = 4mA (recall Figure 7.49). To be fair, however, the speed of the output buffer

is not likely to be that important—as long as a recognizable bit comes out, we are not concerned
overmuch with speed.

If we use the newly-optimized circuit components, we fipd= 1.255 andp, = 0.113 from
the dotted line in Figure 7.53. Once again, the emitter followers in the DAC (which isolate the
final latch output from the DAC switching transistors) appear to be biased at too low a current for
optimum speed, in this cade ~ 300uA. If we chooseR,; = 1.2k2, the DAC output waveform
is the dash-dot line in Figure 7.53, and ngw, p,) = (1.214,0.894). However, the ringing out of
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the final latch stage appears much more strongly at the DAC output, which might be undesirable.
This could be reduced by adding cascode devices in the collectors of the DAC output transistors,
or more simply by leavingz.; = 10k2 in the DAC followers—we only gain an additional 4% of
excess delay, which could easily be compensated by appropjfidtaing. And, once again for
fairness, the more important thing is that the amount of delay be relatively fixed—Chapter 6 taught

usvarianceof oppyy is to be avoided for optimal performance.

The final proof, though, comes from (painfully slow) full-circuit SPICE simulation. Figure 7.54
illustrates the improved ZCT characteristics, which have much less hysteresis and also steeper
slopes. Figure 7.55(a) is a 4096-point spectrum for the original modulator, and Figure 7.55(b)
is for the modulator with the redesigned followers. The spectra aréfor= Vg, = 3.15V in
SPICE, which seems to be about the maximum value which keeps the modulator stable, and the
output bits are taken from the one-delayed latch output. The in-band noisg forl.06GHz and
OSR= 100 improves from—50.3dB to —57.3dB—over one full bit. Thus, maximizing the speed

of the followers matters for performance. As usual, the price to be paid is increased power: in this
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Figure 7.56: Resonator output voltage histograms from SPICE.

design, we estimate the suggested biasing would result in about 50% greater power consumption.

Resonator output signal scaling

The last problem comes out from closer examination of the voltages at the resonator outputs in
SPICE. Figure 7.56 shows histograms of these voltages for the conditions at the §7aBt dhe
first resonator ranges over abat20mV, the second ovet10mV, and Matlab gives,, = 6.0mV
ando,, = 3.5mV. This latter value drives the quantizer, and we can see from the dashed lines in
Figure 7.54 that it is too small for the quantizer to make a reliable decision—there will be a severe
amount of hysteresis. As we noted§i.2.2, the combination of quantizer hysteresisl small
guantizer input signal is detrimental to this modulator. Even our redesigned quantizer has trouble
with these signals at high speeds.

We find that we can raise the swingsdag, = 11.7/mV ando,, = 12.3mV if we usek,, =
k.. = 500uA instead of200pA and 100pA, respectively; this makes sense because we know
those swings to be proportional kofrom §7.1.1. Figure 7.57(a) shows the new resonator output
distributions, and Figure 7.57(b) plots the spectrum from SPICE. The in-band noise comes out to
—63.3dB, over two bits better than the50.3dB obtained with the smallérs and original quan-

tizer. If we desired to increase these swings still further, we could replackhe resistors in
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Figure 7.57: Scaled DAC currentss = k,4+ = 500uA: (a) resonator output histograms, (b) output spectrum.

Figure 7.26 with something smaller; at present they2afe, and given that}, = 1.0V maximum,

the maximum current is fixed a2k = 500pA. Another SPICE simulation was carried out with
Rpac = 56082, where theks were 1.8mA, and the output distributions and spectrum are shown in
Figure 7.58. We have now achievegd = 43.1mV ando,, = 43.8mV, though the in-band noise is

no better than with00uA of current,—61.7dB, while the power dissipation has increased. It might

be that the actual modulator would perform a little better with these much larger swings; SPICE is
too slow to run many simulations and average the periodograms to give us a more accurate idea of
the in-band noise.

More importantly, though, we must recognize that this modulator’'s DR is not limited by quan-
tization noise: we found in Table 7.1 th@t,;’s dynamic range is such that the maximum SNR
we can expect is 52dB or so. This is based on the ¢PG,; and on the input-referred noise;
what does SPICE say about this latter quantity at the three different currents? Table 7.3 shows
simulations of the ac input-referred noise, which is the same as the minimum input:sjgnaht
k = 500uA, we see the total noise drops a little, and this gives alimited performance of about
55dB (lIP; for G is still the same-2.3dBV). As we raise thés to 1.8mA, the input-referred

noise increases again, and we are back to 52dB of performance. More significantly, as currents
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Figure 7.58: Scaled DAC currentss = k,4+ = 1.8mA: (a) resonator output histograms, (b) output spectrum.

increased, the normalized nonlinearity parameters obthertransconductors start to increase. In
particular,GG 5, is coming perilously close to the recommende2zDdB maximum in (7.28).

In conclusion, then, scaling the DAC currents would result in a theoretical performance limit
of about 55dB, or 9 bits, based on the noise and linearity of the first transconductor. This scaling

is also beneficial for helping the latched comparator resolve the quantizer input voltage correctly.

7.4.3 Unaddressed Circuit Issues

We have taken into account a good number of factors that affect the performanceXtiidut

there are a number that would need more thorough investigation in a final design.

Resonator center frequency and instability voltage

Simulations in SPICE seem to predict a resonator with a center frequency of about 1.06GHz,
Figure 7.19 and Figure 7.55. The measured frequency appears closer to 980MHz, Figure 7.35.
As well, in §7.4.2 SPICE predicts oscillation of the resonators in an operating moduldtgr-at

3.20V, but the measured value wag = 3.32V, Figure 7.35. Why the differences between the

two?



204 Chapter 7: A 4GHz 4th-Order BRXM

Table 7.3: Comparison of modulators with different feedback currents.

kn2 0.2mA 0.5mA 1.8mA
kna 0.1mA 0.5mA 1.8mA
O 6.0mA | 11.7mA | 43.1mA
Ozy 3.5mA 12.2mA | 43.8mA
IBN (SPICE) —50.3dB | —63.3dB | —61.7dB
Umin = Ungl 90uV 60uV [NY
SNR due taG,, 52dB 55dB 52dB
€ql —61.1dB | —56.4dB | —44.9dB
€42 —44.7dB | —38.5dB | —27.6dB
€q2 —65.1dB | —55.8dB | —44.7dB

It is hard to say for certain. It might simply be due to process variations, but a reasonable con-
jecture about the center frequency involves the T-shaped strip of metal in Figure 7.30 connecting
the inductors to the pads in the center of the die on the left- and right-hand sidésmAnwum
strip of this metal [Mar98] has a resistancel6Mm(2/0 and an inductance of

21
Lpar = 2 x 107"[In(=) + 0.5] nH. (7.43)

w
The arms of the T are eadld0,m x 20pum, which givesL = 0.056nH andR = 0.075¢2, and the
long strip of metal isl40m x 20pum, which givesL = 0.377nH andR = 0.33€2. This long strip
is equivalent to two strips in parallel, one for each inductor, giving a total additional inductance
and resistance af,,, = 0.81nH andR,,, = 0.74Q2 in the LR branch in Figure 7.2. The center

frequency changes from

1
fo= — 1.089GHz — — 981.6MHz, (7.44)
° T VIO 21\ /(L + Lypar)C

which looks approximately correct. The instability voltage (which is determined by the coefficient
of s' in the denominator of (7.14)) might also explained by these parasifi¢gé: = 0.70, but

(R4 Rpar)/(L + Lye,) = 0.74, which means a highe¥,, in (7.37) would be needed to change the
sign of thes! coefficient from positive to negative. However, to predict it exactly, we would need
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to be sure that (7.37) was correct, afidn the s coefficient likely includes some parasitics of its

own.

Thermal noise and linearity

The smallest noise floor we observe on the spectrum analyzer had a power of-abodBm/Hz.
We have been assuming that this was caused by the analog properties of the output waveform,
which is certainly reasonable, but it might also be affected by the input-referred thermal noise of
the modulator being amplified to the modulator output, or indeed from the measurement noise floor
of the spectrum analyzer itself. In a proper design, we would capture the bit stream and take its
FFT, thus obviating the need to know the spectrum analyzer measurement limit, but we would still
need to know the effect of circuit thermal noise. Our setup is not terribly suited to measuring, for
example, input-referred thermal noise; the best we can do is estimate it from simulation as we have
in§7.2.1.

We are also not well set-up to measure the third-order intercept point of the modulator. We
estimated the 1dB compression point from simulatio§iir2.1, but in a real circuit we would need
to have an easy way to do a two-tone test. Here, we did observe some gain expansion for large
input amplitudes in Figure 7.44, but we did not make much attempt to quantify them.

Phase noise of sources

While there will be some circuit noise added to the clock input voltage as explaig@dir2, the

phase noise of the signal generator itself will matter in a final design. The author was not able
to observe significant skirts on the input tone in the output bit stream spectrum, perhaps because
these skirts were below the white in-band noise floor. As noted, an FFT of the output bit stream

would surely exhibit these skirts, so they should be accounted for.

7.5 Summary

Table 7.4 summarizes the performance achieved by this high-spe@dBR In a redesign, the
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Table 7.4: Modulator performance summary.

Process 0.5um SiGe HBT
Die area with pads 2.4mmx 1.6mm
Die area without pad$ 1.6mmx 0.85mm
Supply voltage 5V
Sampling frequency 4GHz
Signal bandwidth 20MHz
Oversampling ratio 100
Dynamic range 40dB

Peak SNR 37dB

Peak SFDR 48dB
Power consumption 450mwW

output bit should be taken from the delayed latch output, the emitter followers should be optimized
for speed, and the resonator output voltages should be scaled up; we estimate these changes would
improve dynamic range from 6.3 bits to about 9 bits in a 20MHz bandwidth. It is our feeling
that with further careful design of the input transconductor for low noise and higher linearity, a
resolution of 10 bits might be achievable. For reference, this agrees with the authors of [Jay97],
who concluded that theif, /4 BP modulator which clocked, = 3.2GHz could also achieve 10-

bit performance in a 25MHz band. A second-cut of our design would also include a method of
capturing the output bits for off-line FFTs.
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Conclusions

We have supplemented the theory in Chapters 4 through 6 with the practical test results in Chapter
7. We are now in a position to examine the usefulness of high-sp&ids in general, and from
this, propose work for the future.

8.1 Summary of Contributions and Results

We started with a discussion of the design choicesAY3 and we explored some of the issues in
performance measurement and simulation of both DT and\€Ms. CT AYXMs appear valuable
because in theory their clock speed is not limited by settling time in the same manner as ina DT
AY.M. Calculating modulator performance requires time-domain simulation, and many techniques
from ideal equations (which are fast but unrealistic) to full-circuit simulation (which is realistic but
slow) must be employed as the design progresses.

Next, we discussed nonidealities in XY Ms, a subject that has been studied at length in the
literature, and explained how they affect the performance oACMs, something which had been
studied less but which is newly summarized here. We presented a list of many of the important
papers in CTAYXM and finished with a table showing the performance achieved by published
high-speed CTAX.Ms, neither of which had been done before. Most published modulators are

second-order, and most only succeed in shaping noise to an OSR of about 15—the rest of the band

207
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is usually filled with unshaped white noise.

One possible explanation for why this might be is excess loop delay: high speed designs might
have a delay between the quantizer clock and feedback output that is a significant fraction of a
sampling clock period. This excess delay increases in-band quantization noise and lowers the
maximum input amplitude for which a modulator remains stable. Its effects can be mitigated in
many ways: a noise transfer function with a low out-of-band gain, a multibit quantizer, feedback
coefficient tuning, return-to-zero-style feedback DACs, and additional feedbacks for extra control-
lability. Our study of loop delay summarized past work and advanced a number of new ideas, one
of the more important ones being that the modifiédransform is not suitable for the study of

excess delay in CRYMs.

A second explanation for white in-band noise is quantizer clock jitter, which causes random
modulations in the width of the feedback pulses and hence the folding of out-of-band noise into
the signal band. We confirmed previous estimates of achievable SNR using an NRZ DAC, and
showed that RZ modulators with the same amount of jitter have performance worse by about one
bit. For the first time, we showed how to treat nonwhite jitter and estimated how much perfor-
mance a GHz-speed modulator would lose with a typical integrated VCO. It turned out that we
could describe maximum jitter-limited resolution with a single equation which depends only on
the Nyquist bandwidth; we thus concluded that it is unlikely a typical VCO would be the limiting
factor in the performance of an integratAdM.

A third explanation for white in-band noise is to be found in quantizer metastability. Quantizers
built as latched comparators have finite regeneration gain so that small quantizer inputs take longer
to resolve than large ones; because the quantizer inpuk M is a stochastic variable, at random
times the input will be near zero and hence cause additional excess delay. The effect is the same
as that of clock jitter: random modulations in the DAC pulse widths occur, which modulates out-
of-band noise into the signal band. Our study was the first comprehensive one of its kind: we
stumbled upon the importance of metastability with a new techniquedoimain extraction which
we explained, and we also presented and validated a behavioral modeling technique which allows

us to simulate a modulator with a metastable quantizer rapidly. We showed that many of the
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usual things such as signal scaling, preamplification, and fast regeneration time are worth paying
attention to in the design of a latched comparator for £1IM, but the most striking advantage
arose from using a third half-latch in the feedback path for extra regeneration despite the extra
half-delay it causes. Even using a third half-latch has its limits; as we illustrated, our new simple
formula says clocking faster than 5% of the maximum transistor switching speed is likely to limit
performance severely.

Finally, we presented test results on a fourth-order band pasaXXW with integrated LC
resonators that clocks at 4GHz in a 40GHz process. We gave a concise procedure for how one
would go about choosing the parameters in such a design, then we see how the actual design would
perform had it been designed with that approach in mind. The circuit blocks were studied, with
particular emphasis on the linearity and noise of the input transconductor (which is a very important
component in the design), and detailed measurements of the modulator behavior were presented
and explained. The major problems with the design were lack of matching to input and clock signal
generators, the output bit taken from the wrong point in the feedback, emitter followers designed
incorrectly for optimum speed, and signal scaling which resulted in poor quantizer response. The
modulator achieved 6.3 bits of dynamic range in a 20MHz bandwidth centered at 1GHz while
dissipating 450mW; in a redesign, part of which we do, we estimate this could be improved to 10
bits.

8.2 Practical AXM Applications

In an ideal world, fast CTAYXMs appear to be the solution to high-speed, high-resolution ADC
needs. If we clock fast enough, the reasoning goes, we can oversample as much as we want
and thus get whatever performance we want. This thesis has demonstrated that wide bandwidths
and high-resolutions together are difficult to realize jointly with practical high-speed CWIs.

Indeed, the advantage realized by oversampling has not been shown in practical modulators to
extend past approximately OSR 15 when f, is any appreciable fraction gf-, say over 1%.

20-bit resolutions have been achieved only with< fr, and hence only over narrow bands. The
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design of the input stage for such extreme resolutions is a challenge for even low bandwidths—
high bandwidths and high clock rates make it very difficult to achieve more than 10 to 12 bits of
dynamic range in the first stage.

There are three areas in which this author feels optimistic about the future ABMA. They
are as follows:

1. Narrowband applications requiring high SFDR but with no constraints on power consump-
tion. The authors of [Rag97] have a second-order modulator clocking at 4GHz with a tunable
noise notch from 0 to 70MHz, and they achieve 92dB SFDR in a 370kHz band. Using such a
fast AXM with so much oversampling might seem like overkill to get 15 bits SFDR in a nar-
row band, but iis one option. We achieve high resolution through oversampling combined
with the advantage of tunability, which could work to our favor in certain radio applications.

2. Hybrid mixer/modulator applications for radios. [Mor98] was mentioned in Chapter 3 as
combining an analog mixer with the front end of two LP modulators for | and Q channel re-
covery, quite an elegant concept. This is a little different from the BP application envisioned
for the modulator in Chapter 7, where the mixing is done digitally after the modulator. Al-
though the performance that author achieved wasn't stellar (5.5 bits in 50MHz, 11.5 bits in
10kHz), it could well be attributed to the design of the latch, which apparently was only a
two rather than three half-latch design. In his paper he says he feels he can improve the
performance by at least three bits.

3. Hybrid wideband converters with>M front ends and Nyquist back ends. [Bro97] has a
multibit AXM front-end oversampled only eight times and clocked at 20MHz, whose out-
put is fed to a pipeline stage. When the outputs of the stages are appropriately combined
and decimated, the result is 16-bit performance with a 2.5MHz output rate (1.25MHz band-
width). Again, the concept is elegant: use thEM where it is strong (high DR but limited
bandwidth) and the pipeline where it is strong (high bandwidth but limited DR) to get the
best of both worlds.

Thus, while it sometimes behooves us to think just of £IM by itself as in the first example,
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the latter two examples are excellent illustrations of how we can combinAXW with other
techniques to exploit the respective strengths of each. Standalode&IBImight not succeed at
wideband ADC for BP applications, but it can do narrowband ADC or be combined with other
things in novel ways.

As clock speeds increase significantly (20GHz and beyond, perhaps), surely other nonidealities
will start to degrade performance: substrate noise coupling, transmission line effects, etc. Design-
ing even simple circuits like multiplexers at these speeds poses a number challengeSMST
are complicated circuits, which is a further argument in favor of pushing cleverness rather than
clock speed.

8.3 Future Work

There are, of course, a number of areas in which the state-of-the-art fax3XMs could well
be advanced, thus improving their usefulness in a wider range of applications. The following
problems remain to be studied and solved; they are listed in order of this author’s opinion of most-

to least-important.

Multibit DAC A working high-speed multibit design could be a significant breakthrough: as we
said in§4.5, not only are multibit modulators higher resolution and more stable, but they

improve clock jitter sensitivity too. Can fast DEM be made to work?

Calibration and tuning How does one tune a high-speed GEM for maximum DR over pro-
cess and temperature variations, either dynamically or off-line? For production parts, this is
essential. Yet high-speed circuits are best when kept simple, and tuning will add complexity.

This seems a tough problem to tackle.

System identification We attempted to give a method for rapid identification of nonidealities in a
AYM in §6.1. Can this be improved upon? That is, can we come up with a way to pinpoint
modulator problem areaapidly andaccurately? Moreover, can we find a way to apply it to
a real modulator in the lab, rather than just in simulation?
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Power consumption Can power be reduced through non-bipolar circuits and/or lower supply volt-
ages while maintaining speed?

Higher modulator order Is it worth going to a higher-order design for high-speedM for the
resolution gained? High-order audio converters often include reset circuitry that activates
when modulator overload is sensed [dS90]; can such circuits be included in a GHz-speed
design? Are they necessary?

There is still plenty of exciting work left to do in the field of high-speed SIM.
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Appendix A

DR Derivations

A.1 VCO Clock Jitter

We derive the maximum-achievable DR for a @M clocked by a VCO with a phase noise
given by (5.21). First, we start with (5.13) which is the in-band white noise level for a modulator

with independent jitter and/ bins:

202 - 2072
10log, (%) . (A.1)

We have omitted the-7.27dB because that is needed only for the Hann-windowed periodogram.
If the in-band noise was white over the entire band, whose width expressed in bins is

N/(2 - OSR, (A.2)

then the total in-band noise would be the argumenbgf, in (A.1) times (A.2),

2 2
U§y * 2O.ﬁ
10log;, <7OSR- T52> . (A.3)

The quantitys, in (A.3) is found in simulation to have a value between 1 and 2, so assume
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on average. From (5.22), and also from the second column of Table 5.2, we can find that

2
20 3
T2

= 107'2f,, f, in MHz. (A.5)

Substituting (A.4) and (A.5) in (A.3), and recalling from Figure 5.%#3.2 that accumulated
jitter tends to give white noise levels 1-5dB (say 3dB on average) lower than independent jitter,

yields
1.52 1
10logy | === X fs x 10 — 3~ —120 + 10log,, fs/OSR (A.6)
OSR
as the total in-band noise. The DR is then the maximum allowable signal amplitude minus (A.6);
the former is given by the MSA, which for typical modulators lies betweédB and—5dB or so.

Again, assume

MSA ~ —3dB (A.7)
on average, and note that
_ I
v = 5sr (A.8)

Using (A.7) and (A.8) with (A.6) gives

DR ~ —3—(—120+ 10log,, fn)
= 117-10 loglo fN dB, fN in MHZ, (Ag)

Q

19 — 0.5 log, fu bits, fy in MHz (A.10)

where we have made use of (2.10) in writing (A.10).

A.2 Three Half-Latch Quantizer

Here we find the maximum-achievable DR for a GEM with a three half-latch single-bit quan-
tizer as a function of;/ fr. Looking at Figure 6.23(b), there appear to be two distinct regions in the
curve, one forf;/ fr < 5% or so and one fof,/ fr > 5%. In the first case, the in-band noise per

bin is —115dB or less in an 8192-point simulation; a single bin thus corresponds to=O&RG6.
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If the noise were completely white, then each doubling of the OSR would raise the total noise by

3dB. Extrapolating this in the opposite direction allows us to find the total in-band noise of
—79 — 3log, OSR (A.11)

when f;/ fr < 5%. For the opposite case, the noise starts 8fdB/bin whenf,/fr = 6% and
increases roughly at 6dB/oct wiihy/ fr. Assuming white in-band noise leads to a total noise of

—61 — 3log, OSR+ 61log, fS{r)fT. (A.12)

DR is given by MSA minus total noise. We can see in Figure 6.21 that a modulator with half a
sample of feedback delay typically has an MSA betweéndB and—6dB; assume

MSA ~ —8dB (A.13)

on average.
Combining (A.13) with (A.11) tells us that

DR > —8— (—79— 3log, OSR (A.14)
= 71+3log, OSRAB f,/fr < 5% (A.15)
= 11.5+ 0.5log, OSR bits (A.16)

where (A.16) makes use of (2.10). Thesign in (A.14) is because the noise in (A.11) is worst-
case, forfs/fr = 5%; at slower clock speeds, the in-band noise will be lower and DR higher.
Using (A.13) and (A.12) gives

DR ~ —8— (—61 — 3log, OSR+ 6log, fséfT)
— fs/fT
= 53+ 3log, OSR— 6log, = dB, f,/fr > 6% (A.17)
— fs/fT .
= 8.5+ 0.5log, OSR+ log, 3 bits. (A.18)

Once again, (2.10) was used in writing (A.18).
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Appendix B

BP AYM Measurement Aids

In this appendix we plot graphs from SPICE that allow us to estimate important parameters from
the fabricatedf, /4 BP modulator in Chapter 7.

General transistor dc characteristics are plotted in Figure B.1. We show collector current
againstVpg and Vg for two commonly-used transistor sizes in this desigim x 0.54m and
20pm x 0.5pm.

Figure B.2 shows how varying the multi-tanh control voltagfgsandV;, affects the transcon-
ductances, andG, actually delivered.

Figure B.3(a) contains the bias circuit fof;; which sets the current in the latching stages,
and Figure B.3(b) plots the current in the emitter resistors of that circuit.

Figure B.4 illustrates the current through one of ityg, - resistors in Figure 7.26 as a function
of the base voltage at the current-source transistor; the total amount of current switched is found
by finding I, and I, for each ofV,, andV, _ separately from the graph, then subtracting the
values.
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Figure B.1: BJT characteristics: collector current vs.W(g);, (b) V.
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Figure B.3: (a)Vgy bias circuit, (b) current through bias transistor emitter resistors.
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Figure B.4: DAC current vs. control voltage.



234 Appendix B: BPAYXM Measurement Aids



