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EE6340 - Information Theory
Problem Set 3 Solution

February 23, 2013

a) No. of sequences containing 3 or fewer ones = ('9°) + ('3°) + (%) + (*3°) = 166751

Given that all the codewords need to be of the same length, Minimum length required is
Lnin = [log 166751] = [17.347] = 18 (1)
b) Probability of a sequence not being assigned any codeword

=Probability of observing a sequence having greater than 3 ones
=1 — (0.995)1%0 —190 ¢ (0.995)%(0.005) —1%° C(0.995)%%(0.005)% —1%° C3(0.995)°7(0.005)3
=0.00167

a) H(X) = Ilog¥+ Llog8
e A’ — 2-8HEX)T) < p(x1, T2, ....vg) < 27 8HX)=)
Lowest value of ¢ = 0(known)

Since n = 8 and P(1) = £, P(0) = 1, consider the case of 1 zero and 7 ones(8 such sequences).

Pr(each sequence) = £(%)7
Now H(X) = %log, [(2)%8] = 28H(X) = (§)8 x 8

—8¢ « P(21,22,83,.....8) - o8e
Thus 275 < T2y <2
Each sequence with 7 ones has probability (%)7(%) Thus, the typical set with ¢ = 0 has 8
sequences.

_ log, 7 —8e _ 1

e
($)(5)(E)" < plar, w2, ...w8) < (§)°
= for this e, AES)

Thus for € values such that 0 < e < 1°g82 7, the typical set contains exactly 8 sequences.

b) Elements of A® = {01111111, 10111111, ......, 11111110}
8
P(A®) = 8(H)(F)7 = ()"
c) Let N(e) = No. of elements in ASL) for ¢ = e. Change in no.of sequences occurs at € =
R8T =127
N(e) = {8,37,93, ..., 256(all sequences)}

contains sequences of all 1’s, 7 1’s and 6 1’s, = 1 + 8 + 28 =37 sequences.

a) This follows from the property of the typical set that P(a™ € AE”)) > 1—¢€;. Hence, P(z™ €
AE")) - 1.
b) From Law of Large Numbers, we can write P(x™ € B™) > 1 — ¢s, i.e, there exists an ng such
that for every n > ng, P(z™ € B") > 1 — 3.
Let ng be such that both P(z™ € A™) > 1 — ¢; and P(z™ € B™) > 1 — €y are true Vn > ng
P(A" N B™) =P(A") + P(B") - P(A" U B")
>1—€;+1—e—1( Since P(A" U B™) < 1)
=1—¢€; — €9
—lasn— o0



c) |A" N B"| < |A™| < 2n(H+) (Intersection property)
d) Choose €1,e5 such that €1 + €3 < % for some large n
= 1 <P(A" N B") (from part(b))
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Thus, |[A" N B"| > Son(H=<)

lim (p(X1, X2, ... Xn)")

n—oo

1
= lim 210g2 (p(X1,X2,...Xpn))"
n— oo

= lim 2#[Xilog: (P(X0)] (X;s are independent)

n— oo
— 9=E(log, p(X)) (LLN)

= 27H(X) (Assuming H(X) exists)

a) Since Xi, Xo,...X,, are i.i.d ~ p(z),

lim —flogq(Xl,Xg,....X )

n—oo
-~ n ZIOg q(X;) (X;s are i.i.d)

=—E(logq(X)) (From Law of large numbers)
=— Zp )log q(z) (Since each X; is drawn from p(X))
=D(pllq) + H(p)

b) Limit of the log likelihood ratio

= lim —llog q(Xth,....Xn)
nSoo M p(Xy, Xo, ... Xp)

:_721 ZE (X;s are 1.i.d)

E(log 1K)
=-Ed p(X))

——Zpa: log z)

=D(pllq)




