
EE5130: Detection and Estimation Theory

Problem Set 8

1. Consider the observed data set

Yk = A + Wk k = 1, · · · , n

where A is an unknown level, which is assumed to be positive (A > 0) and Wk is WGN
with unknown variance A. Find the variance of the sample mean estimator and compare
it to the CRLB. Does the sample mean estimator attain the CRLB for finite n? How
about if n → ∞ ? Is the MLE or the sample mean a better estimator ?

2. A formal definition of the consistency of an estimator is given as follows. An estimator θ̂

is consistent if, given any ǫ > 0,

lim
n→∞

Pr{|θ̂ − θ| > ǫ} = 0

Prove that the sample mean is a consistent estimator for the problem of estimating a DC
level A in white Gaussian noise of known variance. Hint : Use Chebychev’s inequality:

For a random variable X with mean µ and variance σ2, P (|X − µ| ≥ ǫ) ≤
σ2

ǫ2
.

3. If we observe n IID samples from a Bernoulli experiment (coin toss) with the probabilities

Pr{Yn = 1} = p

Pr{Yn = 0} = 1 − p

find the MLE of p.

4. For n IID observations from a U [0, θ] PDF, find the MLE of θ.

5. For N IID observations from a N (0, 1

θ
) PDF, where θ > 0, find the MLE of θ and its

asymptotic PDF.

6. For N IID observations from the PDF N (A, σ2), where A and σ2 are both unknown, find

the MLE of the SNR α = A2

σ2 .

1


