EE 511 Solutions to Problem Set 6

1. The power spectral density of the output noise process is equal to Ny /2 for | f| < B and
equal to 0 otherwise. Therefore, the variance of the output noise process (zero-mean)
is the area under the PSD = (2B)(Ny/2) = NoB.

2. a) my(t) = E|Yy] = E[X1p| — E[X¢] = m(t + D) — mt = mD.

Re(t;s) = Bl(Xeip— X)(Xorp — X
= RX<t+D7S+D) _RX<t+D78) _RX<t7S+D)+RX(t>S)
= o?min(t+ D,s+ D) —min (t + D, s) — min (¢, s + D) + min (¢, s)] + m*D?
For 0 <t—s < D, Ry(t,s) =m*D?*+0*(s+D—s—t+s) =m?D?*+0?(s—t)+0°D.
Fort —s > D, Ry(t,s) =m?D?*+c*(s+ D — s — (s+ D) + s) = m*D>.
For —D <t—s <0, Ry(t,s) =m?D*+0*(t+ D —s—t+t) = m*D*+o*(t —s) +0°D.
Fort —s < —D, Ry(t,s) =m*D?*+o%(t+ D — (t + D) —t + t) = m*D>.
Therefore, defining 7 =t — s we have

m2?D?* +o%(D —|7|) |7| <D
Ry (1) =

m?D? 7| > D

b) Since Y; is W.S.S. (from part (a)) and Y; is a Gaussian random process, Y; is also

strictly stationary.
Sy (f) = m*D?*3(f) + o> D*sinc(f D).

3. a) B[Y;] = E[X}) = Rx(0).
b)
Cy(t,t+7) = E[Y; — Rx(0))(Yier — Rx(0))]
= Ry(t,t+71)— R%(0)
= BE[X?XZ.|— R%(0)
= R%(0) +2R% (1) — R%(0)
= 2R%(7)

In the above solution, E[X7 X7, ] can be shown to be R% (0) +2R% (1) in the following
manner.
(i) The joint characteristic function of X; and X, is
Oxp X0 (51, 82) = exp 1[81 s ]C |7
tyNt+T Y 2 SQ

since X; and X, are jointly Gaussian random variables with zero-mean and covariance
matrix C' given by
O = l Rx(0) Rx(7) ]
Rx(r) Rx(0)

1



Therefore, we have
6x, %r- (51,82) = exp { Rx(0)s7 + 2Rx(7)s15 + Rx (0)s3 }

(ii) Then,

84
E[X2X2 ] = m¢xt,xt+7(31752)

= R%(0) + 2R% (7).

51=0,52=0

4. a) Y; is also a zero-mean W.S.S. Gaussian random process. We have

[H(f)]* = sinc®(fT).

Therefore, we have Sy (f) = Sx(f)|H(f)|> = Sx(f)sinc?(fT).

E[Y?Y] = Ry (0) = /_ Z Sx(f)sinc?(fT)df.

b) Y is a Gaussian random variable with zero-mean and variance given by

/O:o Sx (f)sinc?(fT)df.
5. (a) Sz(f) = Sx(HIH(f)I* and Sy (f) = Sx(HIHPIES)*.
(b) S z(f)z x(F)H*(f),
Szv(f) = Sz(HE*(f) = Sx(NHIH(f)I?E*(f), and
Sxv (f) = Sx () H*(f)E*(f)-

(¢c) H(f)=E(f) =1/(1+ j2r f). Therefore, we have

Sz(f) = SX(f)

1+ 4m2f2’
__ Sx(f)
Sy(f) = 1+ ar2 o)
S
Swalf) = 12500
_ Sx(f)
S = a1 —janpy ™
Sx(f
Sxz(f) = (1_](273”2



Ryz(ti,t2) = E[Yi,Z,]
= L |:ffooo ha (1) Xy dm1 [25 h2(7-2)Xt2—7'2d7_2}
= [% [ ha(m)ho(me) E[ Xy, -y Xiy—ry | dTidTo
= % [0 hi(m)ha(m2) Rx (t1 — to — 71 + T2)dTidry

= [Z ha(m1) [ffooo ho(m)Rx(t1 —to — 71 + T2)d7'2} dm

From the above result, we see that Ryz(t,s) is a function of 7 = ¢; — ¢, and is the
convolution of Rx(7), hy(7) and ho(—7). Therefore, we have

Syz(f) = Sx(f)H.(f)H"(f).

Y; and Z; are Gaussian random processes. They are independent, if they are uncorre-
lated, i.e., Ryz(tl — tg) = my(tl)mz(tz) = Mymyzg. We have

my = mx /°° ho(r)dr = mx Hy(0) = 0

and
myz = mxHQ(O) =0.

Therefore, we need Ry z(t1 —t2) = my (t1)myz(ts) = mymy = 0. Equivalently, we need

Sx(f)H:(f)H;(f) =0,

i.e., we need the frequency response of the filters H; (f) and Hy(f) to be non-overlapping
in the region where Sx(f) is non-zero.

T @) B =By = [ Sv(Nd = [ Sx(DI(PAf =2,

EIZE) = Ro(0) = [ Sz(f)df = [ Sx(DIH(Idf = 35.

(b)

fl<wW
else

Svalf) = Sx (DD = {

Therefore, we have Ry z(7) = 2sinc(2Wr).



(c) Since X; is a Gaussian process and Y; and Z; are obatined from X; using linear
filters, Y, and Z,, are jointly Gaussian. The elements of the mean vector and
covariance matrix are as follows:

E[Y;fl] = E[ZtQ] =0.

1
E[}/tIth] - RYZ (2VV> = O

ElY2]=2 and E[Z]]=3.5.

8. Y, =1

X.2;. Since X; is a Gaussian process, Y; is also Gaussian.

1 1
E[Y,] = EE[XCZt] = EmCQt = mct.

Ry (t,s) = E[Y;Y{]
- E {1)(6%1)(625]
L ¢ c
= ng(Czt, c’s)
= 3 [c4m2ts + o? min (c*t, 023)}
= mPts+ o’ min (t, s).

Therefore, Y; is also a Wiener process (with parameters mc and o?).



