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Abstract

In video based face recognition, face images are typically captured over multiple frames

in uncontrolled conditions, where head pose, illumination, shadowing, motion blur and

focus change over the sequence. Additionally, inaccuracies in face localisation can also

introduce scale and alignment variations. Using all face images, including images of

poor quality, can actually degrade face recognition performance. While one solution it

to use only the best subset of images, current face selection techniques are incapable

of simultaneously handling all of the above mentioned issues. Here in this work, we

want to decide whether a detected face is suitable for face recognition or not i.e Face

Quality Assessment (FQA), for this purpose we trained a Gaussian Binary RBM with

patches (non-overlapping) sampled from good face images. Patches are preprocessed

in two different ways; Patch Normalized and ZCA whitened. Machine is doing same

reconstructions for faces and non-faces hence we can’t use Reconstruction MSE for as-

sessment. Next we used Free-Energy of patches for assessment and observed from free

energy images that it is capturing facial features based on the variance. It is assigning

free-energy in proportion to the amount of variance in the patch. When this is applied

for the trivial case of distinguishing faces and non-faces it is merely checking for the

amount of variance as a measure; so faces with high variance (due to beard, glasses

and expressions) overlapped with non-faces and similarly non-faces with smooth regions

overlapped with the faces. In all this training we have been training a single rbm to

learn all the local features at so small scale that is able to reconstruct natural images

in general. So, with this experience we want to train individual RBMs for face features

and combine them to form a big RBM and use it for FQA.
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Chapter 1

Introduction

Video-based identity inference in surveillance conditions is challenging due to a variety

of factors, including the subjects motion, the uncontrolled nature of the subjects, vari-

able lighting, and poor quality CCTV video recordings. This results in issues for face

recognition such as low resolution, blurry images (due to motion or loss of focus), large

pose variations, and low contrast [8, 9, 10, 11]. While recent face recognition algorithms

can handle faces with moderately challenging illumination conditions [12], strong illu-

mination variations (causing cast shadows [13] and self-shadowing) remain problematic

[14].

One approach to overcome the impact of poor quality images is to assume that such

images are outliers in a sequence. This includes approaches like exemplar extraction using

clustering techniques (eg. k-means clustering [15]) and statistical model approaches for

outlier removal [16]. However, these approaches are not likely to work when most of the

images in the sequence have poor quality the good quality images would actually be

classified as outliers.

Another approach is explicit subset selection, where a face quality assessment is au-

tomatically made on each image, either to remove poor quality face images, or to select

a subset comprised of high quality images [17, 18, 19]. This improves recognition per-

formance, with the additional benefit of reducing the overall computation load during

1



Chapter 1. Introduction 2

feature extraction and matching. The challenge in this approach is finding a good defi-

nition for face quality.

Here in this work we want to do the Face Quality Assessment (FQA) by training a

Restricted Boltzmann Machine (RBM) with normal faces and then use it for selecting

good quality faces from the set of detected faces.

1.1 Energy based learning models

Boltzmann Machine is a parallel computational organization that is well suited to con-

straint satisfaction tasks involving large numbers of “weak constraints” [5]. Constraint-

satisfaction searches normally use “strong” constraints that must be satisfied by any

solutions[7]. In some problem domains, such as finding the most plausible interpretation

of an image, many of the criteria are not all-or-none, and frequently even the best possi-

ble solution violates some constraints [4]. A variation that is more appropriate for such

domains uses weak constraints that incur a cost when violated. The quality of a solution

is then determined by the total cost of all the constraints that it violates. In a perceptual

interpretation task, for example, this total cost should reflect the implausibility of the

interpretation.

The machine is composed of primitive computing elements called units that are con-

nected to each other by bidirectional links. A unit is always in one of two states, on or

off, and it adopts these states as a probabilistic function of the states of its neighbour-

ing units and the weights on its links to them. The weights can take on real values of

either sign. A unit being on or off is taken to mean that the system currently accepts or

rejects some elemental hypothesis about the domain. The weight on a link represents a

weak pairwise constraint between two hypothesis. A positive weight indicates that the

two hypotheses tend to support one another; if one is currently accepted, accepting the

other should be more likely. Conversely, a negative weights suggests, other things being

equal, that the two hypothesis should not both be accepted. Link weights are symmetric,

having the same strength in both directions.
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The cost for each global state of the machine is assigned as the energy(E) of that

particular state[6], with rights assumptions, the individual units can be made to act as to

minimize the global energy. If some of the units are externally forced or “clamped” into

particular sates to represent a particular input, the system will then find the minimum

energy configuration that is compatible with that input. The energy of a configuration

can be interpreted as the extent to which that combination of hypotheses violates the

constraints implicit in the problem domain, so in minimizing energy the machine evolves

towards “interpretations” of that input that increasingly satisfy the problem domain.

The energy of a global state is defined as

E(x) = −


i<j

wijxixj +


i

bixi (1.1)

where wij is the strength of connection between units i and j, xi is 1 if unit i is on and

0 otherwise, and bi is the bias.

The probability to the global state is defined by the Boltzmann distribution

p(x) =
1

Z
e−E(x) (1.2)

where x is the state vector of units and Z is called the partition function which a

normalization constant and is given by

Z =


x
e−E(x) (1.3)

If the Boltzmann machine is trained with specific patterns then it evolves by assigning

low energies and thereby higher probabilities to the trained pattern whereas to others it

assigns higher energies and hence low probabilities.



Chapter 2

Restricted Boltzmann Machines

Restricted Boltzmann Machines(RBMs) are computationally tractable versions of the

Boltzmann machines which are energy based stochastic learning models where the state

of each unit turning on or off is probabilistically determined by the current state of all

other neurons in the network. They can be trained in both supervised and unsupervised

manner[3].

(a) (b)

Figure 2.1: (a) Learning an RBM corresponds to fitting its parameters such that the
distribution represented by the RBM models the distribution underlying the training
data, here handwritten digits. (b) After learning, the trained RBM can be used to
generate samples from the learned distribution.

In general, learning a Boltzmann machine is computationally demanding. However,
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Chapter 2. Restricted Boltzmann Machines 5

the learning problem can be simplified by imposing restrictions on the network topology.

In Boltzmann machines two types of units can be distinguished. They have visible

neurons and potentially hidden neurons. Restricted Boltzmann machines always have

both types of units, and these can be thought of as being arranged in two layers, see

figure 2.1 for an illustration. The visible units constitute the first layer and correspond

to the components of an observation (e.g., one visible unit for each pixel of a digital input

image). The hidden units model dependencies between the components of observations

(e.g., dependencies between the pixels in the images) and can be viewed as non-linear

feature detectors [2]. In the RBMs network graph, each neuron is connected to all the

neurons in the other layer. However, there are no connections between neurons in the

same layer, and this restriction gives the RBM its name.

A Binary-Binary RBM with V visible units and H hidden units is governed by the

following energy function:

E(v,h) = −
V


i=1

H


j=1

viwijhj −
V


i=1

vib
v
i −

H


j=1

hjb
h
j (2.1)

The associated probability with the configuration (v,h) is given by

p(v,h) =
e−E(v,h)



u


g e−E(u,g) (2.2)

The sum in the denominator is over all possible visible and hidden configurations, and

is thus extremely hard to compute when the number of units is large.

The probability of a particular visible state configuration v is derived as follows:

p(v) =


h

p(v,h)

=



h e−E(v,h)


u


g e−E(u,g) (2.3)

At a very high-level, the RBM training procedure consists of fixing the states of the

visible units v at some desired configuration and then finding settings of the parameters
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(the weights and biases) such that p(v) is large. The hope is that the model will use the

hidden units to generalize and to extract meaningful features from the data, and hence

p(u) will also be large for some u drawn from the same distribution as v.

The conditional probabilities are given by

p(v|h) = p(v,h)

p(h)

=
e−E(v,h)



u e−E(u,g) (2.4)

p(h|v) = p(v,h)

p(v)

=
e−E(v,h)



g e−E(u,g) (2.5)

We can also derive a closed-form expression for p(vk = 1|h), the probability of turning a
visible unit on given the hidden units configuration1

p(vk = 1|h) =
p(vk = 1,vi=k,h)

p(h)

=
1

1 + e
−



H

j=1
hjwkj+bv

k

 (2.6)

In the similar way,

p(hk = 1|v) =
1

1 + e−(
V

i=1
viwki+bh

k)
(2.7)

So as can be expected from Figure 2.1, we find that the probability of a visible unit

turning on is independent of the states of the other visible units, given the states of the

hidden units. Likewise, the hidden states are independent of each other given the visible

states. This property of RBMs makes sampling extremely efficient, as one can sample

all the hidden units simultaneously and then all the visible units simultaneously.

1see Appendix A for complete derivation
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2.1 Gaussian binary RBMs

A GRBM with V visible units and H hidden units; to model real-valued data, we use

model’s energy function as

E(v,h) =
V


i=1

(υi − bυi )
2

2σ2
i

−
H


j=1

bhjhj −
V


i=1

H


j=1

vi

σi

hjwij (2.8)

This type of model is explored in [20, 21]. Here, vi denotes the now real-valued activity

of visible unit vi. Notice that here each visible unit adds a parabolic (quadratic) offset to

the energy function, where σi controls the width of parabola. Given the energy function,

we can derive the distribution p(v|h) as follows2:

p(v|h) = e−E(v,h)


u
e−E(u,h) du

=
V


i=1

1

σi

√
2π

e
− 1

2σ2

i

(vi−bv
i
−σi

H

j=1
hjwij)

2

(2.9)

Which we recognize as the V -dimensional Gaussian distribution with diagonal covariance

given by




















σ2
1 0 0 0

0 σ2
2 0 0

0 0
. . . 0

0 0 0 σ2
V





















and

mean in ith dimension is given by

bvi + σi

H


j=1

hjwij

As before, we can compute p(hk|v) as follows:

p(hk = 1|v) =


hj �=k
p(v, hk = 1, hj =k)

p(v)

2see Appendix A for complete derivation
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=
1

1 + e
−



V

i=1

vi
σi

wik+bh
k

 (2.10)

2.1.1 Training of GRBM

Given the set of C training cases {vc|c ∈ {1, 2, . . . , C}}, the goal is to maximize the
average log probability of the set under the model’s distribution:



C

log p(vc) =


C

log



h e−E(vc,h)


u


g e−E(u,g) (2.11)

We attempt to do this with gradient descent. Differentiating with respect to a weight

wij , we have

∂

∂wij



C

log p(vc) =
∂

∂wij







C

log


h

e−E(vc,h) − log


u



g
e−E(u,g)



 . (2.12)

Now the first term in the equation

∂

∂wij



C

log


h

e−E(vc,h) = −


C



h e−E(vc,h) ∂E(vc,h)
∂wij



g e−E(vc,g)

= − 1
σi



C



h e−E(vc,h)vcih
c
j



g e−E(vc,g)

= − 1
σi



C



h

p(h|vc)vcihj (2.13)

we can see that last expression is just the expectation of vc
ih

c
j given that v is clamped to

the data vector vc. Since we know vc we can calculate the expected value3 of hj using

2.10 easily.

Coming to the second term,

∂

∂wij

log


u



g
e−E(u,g) = − 1

σi



u


g e−E(u,g)uigj


u


g e−E(u,g)

3Estimation of expectation using samples from the actual distribution
See http://ib.berkeley.edu/labs/slatkin/eriq/classes/guest lect/mc lecture notes.pdf
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= − 1
σi



u



g
p(u,g)uigj (2.14)

Here, the expression is expected value of uigj under the model’s distribution which

is mathematically intractable. We can compute uigj by clamping the visible units to

the data vector vc, then sampling the hidden units, then sampling the visible units

using 2.9, and repeating this procedure for infinitely many times. After infinitely many

iterations, the model will have forgotten its starting point and we will be sampling from

its equilibrium distribution. However, it has been shown in [24] that this expectation

can be approximated well in finite time by a procedure known as Contrastive Divergence

(CD). The CD learning procedure approximates (1.6) by running the sampling chain for

only a few steps. We name CD-N the algorithm that samples the hidden units N + 1

times.

In practice, we use CD-1 almost exclusively because it produces adequate results. CD-

1 learning amounts to lowering the energy that the model assigns to training vectors and

raising the energy of the model’s “reconstructions” of those training vectors. CD-1 is fast,

has low variance, and is a reasonable approximation to the likelihood gradient, but it is

still significantly different from the likelihood gradient when the mixing rate is low, so we

are using a variant of it known as Persistent Contrastive Divergence Learning (PCD)[23].

To approximate the expectation we need a sample from the model distribution and for

this we use Markov Chain, but running a chain for many steps is too time-consuming.

However, between parameter updates, the model changes only slightly. We can take

advantage of that by initializing a Markov Chain at the state in which it ended for the

previous model. This initialization is often fairly close to the model distribution, even

though the model has changed a bit in the parameter update. Of course this still is

an approximation, because the model does change slightly with each parameter update.

With infinitesimally small learning rate it becomes exact, and in general it seems to work

best with small learning rates.
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The update rule of weight wij is

Δwij = ǫw (Edata[vihj]− Emodel[vihj]) (2.15)

for biases is

Δbvi = ǫbv (Edata[vi]− Emodel[vi]) (2.16)

Δbhj = ǫbh (Edata[hj]− Emodel[hj]) (2.17)

where ǫw is the weight learning rate hyperparameter, Edata is the expectation under the

model’s distribution when the the visible units are clamped to the data, and Emodel is

the expectation under the model’s distribution when the visible units are unclamped.

As discussed above, Emodel is approximated using PCD.

2.1.2 Learning visible variances

We attempt to maximize the log probability of the data vectors

log p(v) = log



h e−E(v,h)


u


g e−E(u,g)du

= log


h

e−E(v,h) − log


u



g
e−E(u,g)du (2.18)

The first term is the negative of the free energy that the model assigns to vector v, and

it can be expanded as follows:

−F (v) = log


h

e−E(v,h)

= −


V

(vi − bvi )
2

2σ2
i

+


H

log


1 + e
bh
j
+


V

vi
σi

wij



(2.19)

The derivative of −F (v) with respect to σi is

∂(−F (v))

∂σi

=
(vi − bvi )

2

σ3
i

−


H



1

1 + e
−bh

j
−


V

vi
σi

wij



· wijvi

σ2
i
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=
(vi − bvi )

2

σ3
i

−


H

aj ·
wijvi

σ2
i

(2.20)

Likewise, the derivative of second term of equation 2.18 with σi gives

∂

∂σi

log


u



g
e−E(u,g)du =



u


g e−E(u,g) ·


(ui−bv
i
)2

σ3

i

−

H gj · wijui

σ2

i



du


u


g e−E(u,g)du
(2.21)

which is just the expected value of

(vi − bvi )
2

σ3
i

−


H

hj ·
wijvi

σ2
i

(2.22)

under model’s distribution. Therefore, the updated rule for σi is

Δσi = ǫσ



Edata



(vi − bvi )
2

σ3
i

−


H

hj ·
wijvi

σ2
i



− Emodel



(vi − bvi )
2

σ3
i

−


H

hj ·
wijvi

σ2
i



(2.23)

where ǫσ is the learning rate hyperparameter. As for weights, we use PCD to approximate

the expectation under the model.

2.1.3 Visualizing filters

There is an intuitive way to interpret the weights of a Gaussian-Bernoulli RBM trained

on images, and that is to look at the filters that the hidden units apply to the image. Each

hidden unit is connected with some weight to each pixel. If we arrange these weights on

a 14× 14 grid, we obtain a visualization of the filter applied by the hidden unit. Figure
3.4 shows this type of visualization of 300 hidden units. In creating these visualizations,

we use intensity to indicate the strength of the weight, where white color indicates the

strong positive strengths whereas black indicates the strong negative connections and

the values in between are assigned according to the gray-scale.
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2.2 Measuring performance

Ideally, we would like to evaluate p(v) for data vector v. But this is intractable for

models with large numbers of hidden units due to the second term in eqn. 2.18. Instead

we use the “reconstruction error”. The reconstruction error is the squared difference

(v − v’) between the data vector v, and the vector produced by sampling the hidden
units given v to obtain a hidden configuration h, and then sampling the visible units

given h to obtain a visible configuration v’. This is not a very good measure of how well

the model’s probability distribution matches that of the data, because the reconstruction

error depends heavily on how fast the Markov chain mixes.

2.3 Preprocessing of Face Images

For Training GRBMs, initially we considered frontal gray face images from the FERET

database[1] from which non-overlapping patches of size 14×14 are sampled. The sampled
patches are now random vectors of dimension 196 which are preprocessed in two different

ways4:

1. Patches are normalized for zero mean and unit variance

2. Patches are ZCA whitened

Results of the individual cases are discussed below.

Figure 2.2: Sample resized frontal faces from the Feret database

4Pixel intensities are scaled down by 100 for computational ease
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2.3.1 Patch Normalization

In this each patch vector X = {x1, x2, ...., xN} is normalized to Xnorm for zero mean and

unit variance using eqn 2.1. This normalized patch is used as input to GRBM composed

of visible units(nv) and hidden units(nh)

Xnorm =
X − µX

var(X) + 1
; where µX =

1

N

N


i=1

xi and var(X) =
1

N − 1
N


i=1

(xi − µX)
2 (2.24)

2.3.2 ZCA whitening

In this the N -dimensional patches are whitened i.e transformed such that they are decor-

related, this removes the lower order distributions and enables the machine to learn higher

order statistics of data(structure). The ZCA whitening transform is done as follows:

The n N -dimensional patch vectors are arranged into N × n matrix A, the patch

vectors are assumed to have zero mean and their covariance is given by 1
n−1

AAT , now to

decorrelate data dimensions we use a linear transform W as

Y = WA

In order for W to decorrelate data matrix A, Y Y T must be diagonal. However, we

can restrict our search only to W s that satisfy

Y Y T = (n− 1)I
There are multipleW s that satisfy this, so we can restrict further by requiringW = W T .

Given these, we can find W :

Y Y T = (n− 1)I

WAATW T = (n− 1)I

W TWAATW T = (n− 1)W T

W 2AATW T = (n− 1)W T

W 2AAT = (n− 1)I

W 2 = (n− 1)(AAT )−1

W =
√
n− 1(AAT )−1/2 (2.25)
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(AAT )−1/2 can be found out since AAT is symmetric and hence orthogonally diagonaliz-

able. That is,

AAT = PDP T

for some P orthogonal matrix and D diagonal matrix. So

(AAT )−1/2 = ((AAT )−1)1/2

= ((PDP T )−1)1/2

= (PD−1P T )1/2

= PD−1/2P T (2.26)

So, W = (XXT )1/2 transforms X in such a way that the resultant data dimensions

are uncorrelated with one another and the variance in each dimension is exactly 1. W

may also be thought of as rotating to the space of its principal components, dividing

each principal component by the square root of the variance in that direction, and then

rotating back to pixel space. W is called a whitening matrix, and is referred to as the

Zero Components Analysis (ZCA) solution to the equation

Y Y T = (n− 1)I
The dewhitening matrix, W−1, is given by

W−1 = PD1/2P T .



Chapter 3

Results and Discussions

3.1 Patch Normalized Images training

As discussed in Preprocessing section normalized 41,688 patches(14 × 14) are sampled
from 193 faces and 11,000 patches from other 50 faces are used as evaluation data for

assessing the machine while training. We used Persistent Contrastive Divergence(PCD)

for generating negative samples for evaluating the gradient for parameter updates. Al-

gorithmic parameters1 used are mentioned in the below table:

Table 3.1: GRBM Paramters for Training normalized patches

Parameter value
nv 196
nh 1200
ǫ 0.01(Decreased Iterwise)
ǫσ 0.0001

weightCost 0.001
sparseCost 0.001
sparseTarget 0.1(Decreased to 0.05)
Gibbs cycles 1
batchSize 200
maxIter 1000

While tuning the parameters for training we found that ǫσ should be very low when

compared to ǫ otherwise the machine diverges suddenly after few iterations and the

1Unless mentioned parameters are kept constant for all iterations

15
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variances(σi) turnout to be hugely negative. Maximum number of iterations is set to

1000, since the batch size is 200 for 41,688 patches in each iteration parameters are up-

dated for 20,000 times. Although the maximum iterations was set to 1000 we stopped

the learning when reconstruction error stopped improving further.

3.1.1 Training Phase

Hidden Units Activation The hidden units activation probabilities at some iter-

ations for a batch are shown below from those we can observe the sparsity effect as they

become much darker i.e only hidden units capturing features getting fired

Figure 3.1: Hidden unit activation probabilities for a batch at iter: 1,17,126,486

Error Convergence and Free Energy behavior Initially the error reduced fast

(see figure 3.2), as iterations progressed it has settled and slowly it started diverging

at this point(490th iteration) we stopped learning. Free energy for the training data
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has increased rapidly till 100 iterations (see figure 3.3) later it started decreasing very

slowly, as per the literature free energy should decrease but it never happened during

my trials. The gap between free energies of Training and Evaluating data represents

the amount of Overfit, which is very less till 100 iterations later it has increased a bit.
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Figure 3.2: Error Vs Iterations
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Figure 3.3: Free Energy Vs Iterations

The reconstructions are not much different for 1 Gibbs cycle sampling with rbm50 and

rbm480 parameters however there was significant difference for 10 Gibbs cycle samplings

with rbm50 and rbm480, this we will discuss in detail in the Reconstructions section

below.
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3.1.2 Testing and Analysis

Evolution of Weights and Reconstructions As the iterations progress GRBM

weights are improving from the smooth (figure 3.4) to edgy filters (figure 3.5) and their

modeling capacity has also improved as can be seen from the reconstructions, slowly these

filters are turning into —. But with those weights it is even capable of reconstructing

Figure 3.4: Weights of 300 hidden units at 20th iteration and reconstructions

Figure 3.5: Weights of 300 hidden units at 50th iteration and reconstructions

non faces very well, as can be seen from the figure 3.6(see in the reconstruction using

rbm50 it is even modeling the small flag posts also). To check further the capacity of
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Figure 3.6: Non face input and reconstruction using rbm20 and rbm50 parameters

Figure 3.7: Reconstructions of test faces

(a). Using rbm100
(b). Using rbm200

Figure 3.8: Normalized inputs(left) and reconstructions(right)

the model, we tried to run Gibbs cycles for more number of times(10 cycles) and see the

reconstruction at each cycle hoping that it will reconstruct faces well when compared to

non-faces. The first sample from the cycle didn’t differ much for rbm50 and rbm480 as

the sampling cycles proceeded after 5th cycle rbm50 is modeling the noise much rather

than face features where the rbm480 was doing the good reconstruction see figures 3.9.(a)

and (b). Moreover the machine is behaving in a similar manner for both face and non-face

reconstructions compare figures 3.9.(b) and (c).

Since the algorithm is behaving similarly for faces and nonfaces we cannot use the
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(a)

(b)

(c)

Figure 3.9: Face Input and reconstructions at 1,2,5,7 and 10th cycles of Gibbs sam-
pling (a)using rbm50 parameters (b)using rbm480 parameters (c)Non-face reconst using
rbm480
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(b). For reconstructed images

Figure 3.10: Free Energy differentiation using rbm50

Reconstruction mean square error(MSE) as measure for discrimination. Hence, we used

free-energy of an image as a measure for discriminating in the section below.

3.1.3 Free Energy for assessment

Free energy of each patch of an image is calculated and the mean is used as the Free

energy of that image, to visualize the free energies of patches of an image we used the

imshow2 command on the free energy matrix. This assessment is done for both the

input image(patch normalized) and reconstructed images. Figure 3.10.(a) shows the free

energy discrimination plot using rbm50 parameters for patch normalized images, where

train faces(blue) are having low energies (-100 to 50) and non-faces(green, black, blue)

are having higher energies (greater than 70). However only some of test faces(red) have

low energies and others are overlapping significantly with the non-faces this we will see

in detail for sample images below. Free energy assessment for reconstructed images also

has similar results.

Figure 3.11.(a) shows the input patch normalized image and free energy image along

with its histogram and value of mean free-energy where as 3.11.(b) shows the same for

the reconstructed image. As we can see from the figures 3.11.(a), 3.12.(a), 3.13.(a) it

is giving higher free energies to the patches of high variance i.e eyes, mouth and edges.

2assigns black color to min. value and white color to max. value and gray scale in between
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(a). Input: -14.941 (b). Reconstruction: -98.899

Figure 3.11: Free energy of a Training face and its histogram

For the reconstructed image the variances are reduced (see 3.11.(b), 3.12.(b), 3.13.(b))

and free energies have shifted to the lower levels as can be seen in the histogram plots.

In this way, faces will have less patches with high variances when compared to non-faces

(a). Input: 164.58 (b). Reconstruction: -75.37

Figure 3.12: Free energy of a Test face and its histogram

resulting in lower free energies whereas non-faces generally have more patches of high

variance resulting in higher free energies. However, sometimes things like beard, glasses

and some expressions added variance to the faces resulting in the higher free energies



Chapter 3. Results and Discussions 23

(a). Input: 157.15 (b). Reconstruction: -12.40

Figure 3.13: Free energy of a Non face and its histogram

causing them to overlap with the non-faces see figure 3.12. Also some smooth natural

images sometimes get lower free energies overlapping with the faces.
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Figure 3.14: Free Energy differentiation using rbm485
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3.2 Whitened Images Training

The dataset used in the earlier section was whitened using the whitening matrix obtained

as mentioned in Section 2.3.2 (ZCA whitening). Algorithm parameters used for PCD

training of GRBM are given in the below table:

Table 3.2: GRBM Paramters for Whitened data training

Parameter value
nv 196
nh 1200
ǫ 0.01(Decreased Iterwise)
ǫσ 0.0001

weightCost 0.0001
sparseCost 0.001
sparseTarget 0.1(Decreased to 0.05)
Gibbs cycles 1
batchSize 200
maxIter 1000

Figure 3.15: Sample input image and whitened image

Training of machine was stopped at 560th iteration when RMSE stopped improving

further.

3.2.1 Training Phase

Hidden Units Activation The hidden units activation probabilities at some it-

erations for a batch are shown below figure 3.16, we can see the sparsity effect as the

iterations progress. We can notice vertical lines initially which slowly turn into random

activations from that to horizontal lines at the end with intense activations.
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Figure 3.16: Hidden unit activation probabilities for a batch at iter: 1,11,152,466

Error Convergence and Free energy Behavior With whitened data error con-

vergence is smooth (figure 3.17) and its profile has slight variations from the earlier case

of patch normalized training. Free energy has increased rapidly till 100 iterations and

after that it decreased very slowly (figure 3.18). The amount of overfit (figure 3.18.(b))

is very less till 100 iterations and after that it has increased slightly and remained over

there.

3.2.2 Testing and Analysis

Evolution of Weights and Reconstructions Weights in the whitened domain

as shown in figures 3.20 and 3.23 can’t be interpreted for some meaningful features yet

they are very well able to reconstruct the details of face like eyes, hair and expressions.

However, the dewhitened weights as shown in figures 3.19 and 3.22 are initially noisy

and slowly evolved to smooth textures but didn’t seem like capturing any edges. There

is no much difference in the reconstructions for 1 gibbs cycle sampling for rbm100 and
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Figure 3.18: Free Energy Vs Iterations

rbm350. For the whitened images training also machine is behaving in a similar manner

for both face and non-face images see figure 3.24.

The gibbs sampling was run for 10 cycles and reconstructions are shown in figure

3.25, as the samplings progress after 5th cycle rbm350 is performing better than rbm100.

Moreover machine is doing similar reconstructions for face and non-face even for more

number of gibbs samplings.
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Figure 3.19: Dewhitened weights at 100th iteration

Figure 3.20: Weights and Reconstructions at 100th iteration

Figure 3.21: Reconstruction of Test faces
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Figure 3.22: Dewhitened weights at 350th iteration

Figure 3.23: Weights and Reconstructions at 350th iteration

(a) Input (b) Whitened (c) rbm100 (d) rbm350

Figure 3.24: Reconstruction of Non-face (a), (b) inputs (c), (d) reconstructions
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(a)

(b)

(c)

Figure 3.25: Face Input and reconstructions at 1,3,5,8 and 10th cycles of Gibbs sam-
pling (a)using rbm100 parameters (b)using rbm350 parameters (c)Non-face reconst using
rbm350
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3.2.3 Free Energy for assessment

Free energy is used for assessment in the same way as described in earlier Section 3.1.3,

here also machine is giving the higher energies to the patches of high variance and lower

energies to the lower energies to the patches of low variance. Figure 3.26 shows the free

energy assessment for faces (training and test) and non-faces, training faces(blue) are

having lower energies (-40 to 20) whereas non-faces are having higher energies (greater

than 40). For whitened data training, machine is doing good discrimination for the

reconstructed data unlike the earlier case (patch normalized) which was doing well for

input data itself. However, for this case also some of the test faces (red) are overlapping

with the non-faces.
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(b). For reconstructed images

Figure 3.26: Free Energy differentiation using rbm100

Figure 3.27.(a) shows a whitened input and its free energy image along with its

histogram and 3.27.(b) shows the same for reconstructed image, we can see that it is

giving higher energies to the patches near eye, nose, mouth and edges. Since the machine

is capturing facial features well for the reconstructed images we will analyze their free

energy and its histogram further. Reconstructed whitened face images have a peak at

around -30 (which corresponds to smoother regions) and then they decay continuously

with slight variations see figure 3.27.(b), 3.28.(b) whereas for non-faces after this peak at

-30 they have Gaussian peak which is clearly visible in figure 3.30.(b) and also noticeable

in 3.31.(b). Even for the faces sometimes things like beard, glasses and expressions also
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Figure 3.27: Free energy of a Training face and its histogram

result in this peak in the histogram see figure 3.29.(b).
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Figure 3.28: Free energy of a Test face and its histogram

From figure 3.29.(a) and (b) free-energy images we can see that beard region amount-

ing for the higher variances there by to high free-energy(89) than normal faces(-30 to 10)

thus causing it to overlap with the non-face. From figure 3.30, we can see that although

it is a non-face because of high amount of smooth region(sky) it has got less free-energy

overlapping with the faces. Figure 3.32 shows the free-energy differentiation obtained
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using rbm350 which not very much different from the one obtained using rbm100 shown

in figure 3.26.
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Figure 3.29: Free energy of a Test face and its histogram
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Figure 3.30: Free energy of a non-face and its histogram
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Figure 3.31: Free energy of a non-face and its histogram
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Figure 3.32: Free Energy differentiation using rbm350



Chapter 3. Results and Discussions 34

3.3 Conclusions

Although the machine was trained well, we didn’t get the expected result i.e. it was

trained only with the patches of faces but it is able to reconstruct even other natural

images very well for both the cases of preprocessing. The free-energy discrimination

method didn’t help much, it is just giving higher energy to the patches of high variance

and vice versa. In this way it is giving high free energies even to some good faces just

because of beard, glasses and some expressions. Moreover the trivial way of taking the

mean of free-energy of all patches didn’t take into account facial features captured by

the machine as seen in the free-energy images of faces.

We have given the machine great amount of capability with huge number of hidden

units to learn from very low patch size (from a high resolution face image) that is why

it is able to reconstruct natural images in general. Actually with this training we want

the machine to assess face globally by learning the local features of it, but here we have

trained only one machine for all the features which has made it learn all sort of filters

and hence is able to reconstruct even non-faces quite well.



Chapter 4

Future Work

Since our approach of training one RBM for all the local features didn’t work well, we

want to resize the cropped face images to 64×64 size and then divide it into overlapping
patches of size 16×16 and then train individual RBMs for each patch and again combine
them to make a big RBM, this method was proposed by Krizhevsky (2009)[25], here we

want to use appropriate number of hidden units to restrict degree of freedom of the

machine.

Although machine performed well the traditional energy decreasing didn’t happen,

so we would like to check the log probability by approximating log-likelihood using

Annealed Importance Sampling (AIS) to assess the training of the machine. And also

we want to use some DBN architecture instead of simply using free-energy for Face

Quality Assessment.
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Appendix A

Maths of RBM

Still I have to do this however it is just copy work please refer this [25] for all the

derivations, sorry I don’t have patience and time to do this.
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