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Feedback Gain in Multiple Antenna Systems

Srikrishna Bhashyam, Ashutosh Sabharwétmber, IEEEand Behnaam AazhanBellow, IEEE

Abstract—Multiple antenna transmission and reception have has perfect knowledge of the channel. However, practical sys-
been shown to significantly increase the achievable data rates of tems seldom have perfect channel information. The channel has
wireless systems. However, most of the existing analysis assumegy e estimated at the receiver and fed back to the transmitter.
perfect or no channel information at the receiver and transmitter. . ) ) .

The performance gap between these extreme channel assumptionsson_1e |mp_ortant consequences of th!s are: 1) the channel ”_“cor'
is |arge and most practica| Systems lie in between. Therefore’ it mation Is Imperfect both at the receiver and at the transmitter

is important to analyze multiple antenna systems in the presence and 2) part of the total available resources for the system need
of partial channel information. In this paper, we upper bound the  to be used for estimation and feedback. Since none of these ef-
outage probability performance of multiple antenna systems with a5 have been considered in [3], the outage probabilities calcu-

preamble-based channel estimation and quantized feedback. We
design causal feedback and power control schemes to minimizel"’lted are only loose lower bounds on outage performance of sys-

this upper bound on outage probability. We consider the following t€ms with more practical assumptions on channel information
practical issues in our analysis and design: 1) the channel informa- and feedback. Feedback of perfect channel information has also
tion is imperfect both é_lt the receiver and at the transmitter and peen shown to significantly improve capacity of fading channels
2) part of the total available resources for the system need to be ;, [5]. For single antenna systems, power control and adaptive

used for estimation and feedback. Our results demonstrate that for . lina h b tudied in [61t0 | the rate f )
block fading channels, sending a periodic preamble and causally Si9naling have been studied in [6] to improve the rate for a given

receiving channel state information via a feedback channel can average bit error probability using perfect channel information
lead to substantial gains in the outage performance over any non- at the transmitter.

feedback scheme. Most of the gains achieved by perfect feedback Some results pertaining to imperfect channel information at
can be achieved by very few bits of feedback. Furthermore, it is the receiver [7] and transmitter [4], [8], [9] have also appeared.

demonstrated that these outage probability gains can be translated The effect of | fect ch Linf i t th .
into improvements in frame error rate performance of systems e efiect of imperiect channel information at the receiver on

using space—time codes. Thus, implementing a power control, evencapacity is studied in [7]. In [4] and [8], the effect of imper-
at the cost of reduced spectral resources for the forward channel is fect feedback on expected signal to noise ratio and capacity are
beneficial for block fading channels. studied and [9] studies the capacity of preamble-based systems
Index Terms—Beamforming, channel estimation, feedback, With imperfect feedback. We study the outage performance of
multiple antenna systems, outage probability, power control, multiple antenna systems, instead of capacity, and consider the
space-time codes. effect of imperfect channel information at the receiver as well as
the transmitter and carefully account for the feedback resources
in the total system design.
o ) In this paper, we consider the outage performance of multiple
M ULTIPLE-ANTENNA transmission and reception haveantenna systems with preamble-based channel estimation and
been shown to provide significant gains in achievablgite-rate quantized feedback under an average transmit power
data rates over single antenna systems for fading channglpstraint. The resources used for the preamble and feedback
[1]-{4]. Most of the information theoretic analysis assumes thgte included as part of the total system resoutcége show
either the receiver is completely aware of fading coefficientfat, in the presence of perfect channel information at the trans-
[1], or both the transmitter and receiver have perfect knowledggtter, the performance of power controlled space-time codes is
of the channel coefficients [1], [3], [5], or neither the transmitt&fy,ch better than beamforming without power control for most
nor the receiver know the channel coefficients [2]. cases of interest. Hence we limit our attention to power con-
In [3], it has been shown that the outage performance wighy| without beamforming in this paper. First, we determine an
perfect channel information at the receiver and transmitter igper bound on the performance of preamble-based systems
significantly better compared to the case when only the receigiip, no feedback. Then, we determine the outage performance
of a system with perfect channel information at the receiver and
quantized feedback. Finally, we determine an upper bound on
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of the IEEE Communications Society. Manuscript received March 12, 200€dback. The upper bound on outage probability is then min-
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For multiple bit feedback, the optimal power control strategy M/e will concentrate on the results for systems with only one
analytically determined, and the quantizer is chosen by a numezeeive antenna. These results act as lower bounds on the per-
ical search. We show that significant gains can be achieved e¥ermance of practical systems with imperfect channel informa-
with quantized feedback available from limited cooperation b&en evaluated in this paper. They also motivate the design of
tween the transmitter and receiver. In fact, the performancetb®& power control and feedback schemes used in the rest of the
a preamble-based system with 1-bit feedback is significanfhaper. For simplicity, we will use the acronym CSIR to denote
better than a system with no feedback and perfect channel évannel state information at the receivand CSIT to denote
formation at the receiver. channel state information at the transmitter

Once we have evaluated the outage probability performance,
we demonstrate how similar gains can be achieved in terfis Perfect CSIR
of the frame error rate of a multiple antenna system that usespe first consider the case where the channel is known exactly
space-time codes. The quantizer and power control strategieshe receiver and not known at the transmitter. In this case,
are designed for two illustrative space-time codes from [10] afst a given channel realizatich that is randomly chosen and
[11]. We limit our attention to the practically important case ofvith an average power constraiff; we can restrict ourselves
multiple transmit and single receive antenna. Due to size afida zero-mean complex Gaussian input to maximize the mutual
battery power limitation, most of the current hand-held devic@sformation between the inpstand output [1]. Given a choice
can accommodate only one antenna. Therefore, the proposgthput such thaE[xx”] = Q, the mutual information (in
system can be applied to communication from base-stationrigts/s/Hz) is given by
mobile. Results pertaining to multiple receive antennas will be
presented elsewhere. The effect of delay in the feedback path is I(x; y/h) =log (1+hQh™). @
also not considered in this paper. Delayed feedback can still'bige minimum outage probability is then obtained by optimizing
useful [12] if the channel is slowly time-varying, and its effecbver Q, and is given by
can be studied by understanding the correlation properties of the . "
channel over the duration of the delay. How(R, P) = Q:Q>éf}r(q)<pPrOb(1Og(1 +hQhy’) < R)

The rest of the paper is organized as follows. In Section II, B B ©)
we briefly describe the system and channel model, and in Sec-
tion 111, we review existing outage results with perfect channdfhereh, corresponds to the firstelements oh. For the single
information to motivate the rest of the paper. In Section IV, wiansmit and receive antenna case, it is easy to se@tbhaould
evaluate the outage for preamble-based systems with quantiP8cequal ta””. For the multiple transmit antenna case with one
feedback and consider the effect of feedback errors in Sectiorf§ceive antenna, the conjecture in [1] is that the opti@&b
In Section VI, we demonstrate the use of feedback and powdagonal witht (1 <t < M) of the diagonal elements equal to
control with space—time codes. The numerical and simulatidf/t and the other elements equal to zero. With this conjecture,
results are presented in Section VIl and the conclusions ardfi§ outage probability is given by

Section VIII. ] ‘ P -
Il. SYSTEM MODEL Lowe (R, P) = sy Prob{log{ 1+ 2 hib" ) < £t ).

. . : : L 4)
We consider the independent and identically distribute L . (
(i.i.d.) block fading channel model of [1], [2]. For a multiple>NceR ~ CA(0,I), itimplies that the instantaneous channel
antenna system withl/ transmit antennas and one receivg'gnaI to noise ratioy = h,h; ' 1S ch|-squ_a_1red d'St.r'bUted V.Vlth.
antenna, this model leads to the following complex baseba%deggees of freedom, and its probability density function is
representation of the received signal given by
— L t—1,—v

wherel'(.) denotes the Gamma function. Thus, the outage prob-
ability can be obtained aain; <;<; Prob(y < t(ef —1)/P).

wherex is the M x 1 vector of transmitted symbol& is the
1x M channel vectory is the complex circularly symmetric ad-
ditive white Gaussian noise apds the received signal. As per
the model, the channel vector is assumed to be constant for egclperfect CSIR and CSIT
transmission block off” symbols and changes independently ., .
With perfect CSIT, the transmitter can use the knowledge
from one block to another. The elements of the channel véctor P g

. . . . . of the channel realization in choosigg. It was shown in [3],
and the noise are circularly symmetric complex Gaussian dis;

. . . that the optimal transmission scheme for a general multiple
e i ceromean andvarane 1. The lmerisae o 1% L TSENT ST L ST
missions can be éxpresse ditix/x] < P Cheme co_ncatenatgd with an optimal beamfo_rm_er. The optimal

= beamforming technique directs the transmission along the
direction given byh” /v/hh*. The optimal power control
scheme determines the power along this directiB(h, R),
based on the knowledge of the chanheadnd the transmission
In this section, we will review some of the results on outagate k. The average power constraint is imposed by ensuring

probability with perfect channel state information [1], [13], [3]thatE[P(h, R)] < P.

I1l. OUTAGE PROBABILITY WITH PERFECT CHANNEL
INFORMATION
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The received signal with optimal beamforming and powe
control is given by

y =P, R)Vhhfz +w (6)

wherey is the signal at the receiver antenmajs the additive
complex Gaussian noise,is the transmitted signal along the
eigenvector direction (scalar in this cas#],is the number of
transmit antennas arfdi(h, R) is the power of the transmission.
The mutual information is given by

107

OUTAGE PROBABILITY

I(z; y|h) =log (1 + P(h, R)hh") . 7

To avoid outage at a particular rafe, the power should be

chosen as

R 1)

-6— PERFECT CSIR
-0- PERFECT CSIR & CSIT (BEAMFORMING ONLY)
— PERFECT CSIR & CSIT (POWER CONTROL ONLY) |
- - PERFECT CSIR & CSIT o

P(h, R) = (CT_

®)

wherey = hh . Since the power control should satisfy the av.
erage power constrai{ P(h, R)] < P, the smallest threshold S

~o for + is chosen such that the power constraint given by

larger t
o

©)

0

1] 10 20

P (dB)

Performance gains from feedback—outage probability versus average

power constraint for raté& = 2 bits/s/Hz,\M{ = 4 transmit antennas, frame
lengthT = 1000. For the perfect CSIR & CSIT curve, outage is zero for

han the plotted range.

L <CR_1

is satisfied. Thus for a given rate, we find the threshold abo
which outage can be avoided while satisfying the power co 10
straint. The minimum outage probability is, therefore, calct
lated asP(y < o). > 10
The gains from beamforming and power control can be 15

)pw(v) dy < P "
Q

dividually identified. The maximum mutual information With%
power control alone is given by gw'a

w

I(.’E, y|h) = 10g <1 =+ T hh ) (10) %10_4_
where the power control is chosen as
MR — 1 10°
P(h, R) = M= 1) (11)
Y

-6

F| -~ PREAMBLE + 1-BIT FEEDBACK

-v PREAMBLE, CONSTANT POWER
- - PREAMBLE
—— PERFECT CSIR

- — PERFECT CSIR & CSIT (BEAMFORMING ONLY)
-6~ PERFECT CSIR & CSIT (POWER CONTROL ONLY) |+
-0- PERFECT CSIR & CSIT .

10

with the average power constraint imposed as above. The i 9

imum outage probability, is calculated B¢y < o), with

/ <6R -1
~ the per

v
i i i i . curves,
The maximum mutual information with beamforming alone

is given by

Fig. 2.
antenn

oo

Yt g a2

0

I(z; yh) =log (1 + PhhH) . (13)

The outage performance of all of the above three scenarios:
power control and beamforming, power control only, and beam-
forming only are compared with each other and with the perfect
CSIR case in Figs. 1 and 2. From the above expressions and the
result in Figs. 1 and 2, we see that significant gains in outage
performance can be achieved with feedback. Specifically, we
can make the following observations:

1) For multiple antenna systems, even zero outage can
be achieved [3] with perfect CSIR and CSIT (perfect
feedback) for nonzero transmission rates. With power
control and beamforming, zero outage is achieved for
rates less thatog(1 + P(M — 1)). With power control

2)

8 7 6 5 4
RATE, R (bits/s/Hz)

Outage probability versus transmission rate fér = 4 transmit
as, average power constrdit 14 dB, frame lengthl” = 1000. For
fect CSIR & CSIT and the perfect CSIR and CSIT (power control only)
outage is zero fdt smaller than the plotted range.

only, zero outage can be achieved for rates less than
log(1+ P(M —1)/M). However, zero outage can never
be achieved without feedback or with beamforming alone
irrespective of the number of transmit antennas. Even
when the outage is nonzero, the outage performance of
all systems with feedback are significantly lower than
the system with no feedback (for example, see outage
in Fig. 2 for R = 5 bits/s/Hz); see Section VII for more
details.

Power control provides significant gains in performance
compared to the no feedback case. The decay in outage
probability with increasing” is much faster with power
control. This is very significant as long as the number
of antennas is not too large (for example, in Fig.1 where
M = 4, to achieve an outage of 16, we need 17-18 dB
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of power with just perfect CSIR but we need only 6 dRluration ( < ¢ < M). Thus, afterM transmissions, the re-
with power control). ceiver has an estimate of all the channel coefficients with finite

3) Beamforming provides a constant gainlof(A/) dB, variance. In order to reduce estimation error variance, we can
whereM is the number of transmit antennas, and does neither increase the preamble duration or use more power during
improve the decay rate of outage probability withThis  the preamble transmission than during data transmission. Since
gain becomes more significant than the gain from powéne mutual information decreases logarithmically in power and
control alone for large number of antennas, but it requirdigearly in time, we choose to transmit the least number of
substantially more feedback informatioh/(parameters symbols during the preamble and adjust the power to improve
instead of 1). estimation.

Thus, considering the significant potential performance im- Let the power of each transmitted preamble symbol be
provement provided by feedback, it now becomes importafit/3. We choose the channel estimate to be the minimum
to understand and evaluate the gains achievable when perféggn squared error (MMSE) channel estimate. It is given by
channel feedback is not possible and limited resources are avidirl
able for feedback. In the next section, we evaluate the outage
performance in the presence of partial feedback, and illustrate h=_V b/M \/?th +n (14)
significant achievable gain. Since we concentrate on systems P /M +1 M
with limited feedback resources (mainly 1 or 2 bits of feedback),
we restrict our attention to power control only. Thus, for the rettheren is the M x 1 complex Gaussian vector of the additive
of paper, we will use the outage probability with power corpoise observed in the channel during thiepreamble symbol
trol only as the lower bound for comparison. Beamforming catfriods. The MMSE estimate has the following two properties:
be taken advantage of when more feedback is available. For rea-

sonably small number of antennas and limited feedback, the po- E [h‘h} =h (15)
tential gain from power control is significant. The use of beamyg

forming in the presence of complete and partial feedback are 2| 1 )

studied in [4], [8], and [14]-[16]. [Hh hH ‘ } R Vp- (16)

The property in (15) is important and will be used later in order
to derive the upper bound on outage probability.
From the system model, we have

IV. OUTAGE PrOBABILITY WITH IMPERFECTCHANNEL
INFORMATION

Practical wireless communication systems seldom have per-
fect channel information at the transmitter or receiver. Channel ¥ = hx +w = hx + (h h) x+w=hx+d. (17)
information is usually estimated and hence has an error asso-
ciated with it. Moreover, part of the available resources maje will derive a lower bound fof(x; y|h) and use that to get
have to be spent to obtain this channel information. In this sete upper bound on outage probability. This bound is derived
tion, we will analyze the effect of imperfect channel informain a manner similar to that in [18] where single antenna fading
tion on the outage performance of multiple antenna systems. Weannels with imperfect channel information are studied. The
will analyze the following three cases: preamble-based CS#Ralysis in [7] is also related to our analysis. First, we restrict
with no feedback, perfect CSIR with quantized feedback amdirselves to the use of Gaussian codebooks, i.e., we choose
preamble-based CSIR with quantized feedback. The first casée zero-mean complex Gaussian with independent and iden-
studies the effect of channel estimation error at the receivertically distributed components of variandé, /M. Any upper
the absence of feedback. The second case studies the effettonind on the achievable outage probability in this case will also
partial (quantized) channel information at the transmitter alse an upper bound on the minimum outage probability achiev-
suming perfect CSIR. Finally, the analysis methods of the firable with arbitrary codebooks.
two simpler problems are combined to obtain an outage prob-Then, we can show that
ability bound for a system with imperfect CSIR and quantized .
feedback. E [wa‘h] —0 (18)

A. Preamble-Based CSIR With No Feedback in the following manner using (15) and the fact tixais inde-

pendent of b, h)
In this section, we will derive an upper bound for the outage

probability of multiple antenna systems using preamble-based E [wa‘fl} —E [((h —h)x+ w) XH‘ h}
channel estimation schemes. For/drtransmit antenna system

with one receive antenna, there aid unknown channel =F [(h_ﬂ) xxH B}
coefficients to be estimated. Thus at ledgt independent R )
measurements are needed to obtain finite variance estimates of =F [(h - h) h} E [XXH h}
the M unknown channel coefficients. A simple preamble-based ule

method of obtaining channel estimates is to transmitithe =0.E [xx h}

preamble symbol over thigh antenna during thé&h symbol = (19)
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We can also lower bound the mutual informatidt; y|h), a1
as follows:

ool =1 () (o ) ]
:H(xfl)—H(x—gyy,fl) oy |
>H (X‘fl) —H(x—gy‘fl) (20) oy

In the second step, the addition of any term dependent only o
y andh will not alter the entropy. In the above case we gge : , ; :
whereg is a vector that we will choose later. The inequality in Yo 8 Yo 3.

the third step follows from the fact that
i).
The upper bound can be minimized over the data pa#eto
For any zero-mean random vectorwith E[xx] = @, we obtain a tighter upper bound. Using the relatidh,+ (7' —
have [1] M)P, = P, the value ofP; that minimizes the bound can be
shown to satisfy the quadratic equatief; + bF; + ¢ = 0,
H(x) < log(det(ne@)), wherea = (T — M)(T — 2M), b = —2(T — M)(TP + M)

) ) ) . andc = (T P+ M)T P. From the two solutions to this quadratic
with equality whenx is proper complex Gaussian. Thereforea g ation, we choose the solution that yields positive solutions
we get to the preamble and data powers, i., P; > 0.

e ) This upper bound on outage probability is calculated in Sec-
4 (x’ y‘h) 2 log(det(re@)) tion VIl and the outage probability with perfect CSIR acts as
— log(det (mE [(x —gy)(x—gy)" hD) . thellower bo.und. The upper bound is calculated for th.e _fol-

lowing cases: 1) equal training and data power and 2) optimized

We scale the lower bound b§f” — M)/ in order to account training and data power. The results show that the proper choice

for the preamble symbols used to obtain the channel estimat@f training and data power significantly improves the outage
performance. It can also be seen that for a fiddd(number

[1og(det(7reQ)) of transmit antennas), the upper bound approaches the perfect
CSIR performance as the block lendttincreases [9].

7 L w

Fig. 3. Power control function.
H (x -8y

y,fl) SH(x—gy

I(x;yﬂ)2

~log (det (ME[(X —ey)x - gy)H‘fl} ))} - @ B. Perfect CSIR and Quantized Feedback

Our final step in deriving the bound is to choose the appropriaten this section, we evaluate the outage probability of a mul-
g to use in (21). We choosg to be the MMSE estimator at  tjple transmit antenna system with perfect CSIR and quantized
from y givenh feedback. As mentioned in Section IlI-B, we concentrate on
power control. Therefore, the feedback is obtained by quan-

.
g=—— 3tk — tizing v = hh*’ . Specifically, the use of optimal power control
Laph# + E [|w|2‘h} without beamforming and a choice & = I, gives
For this choice of, we get y = P(];/’[R) hx 4+ w (24)
il Py and

El(x—gy)(x—gy ‘h =Q|I-—— — . P(h, R)

[( X ) } %hh” + E[|ﬁ}|2‘h} I(x; yh)y=log 1+ — hh | . (25)
Substituting this back in (21), we have the lower bound The optimal power control in Section IlI-B assumes the exact

knowledge ofy. In this section, we will use quantizedand use
T-M P;hn# a simple form of power contrdP(h, R) = Pf(~), wheref ()
log |14+ ———~ 22) ; ; g
M(1+~2P) is a function that captures the effect of quantization and power
? control. Fig. 3 describes the functigf{y) and introduces the
The details of substitution gf in (21) to get the lower bound various quantizer and power control parameters. We denote the

I (x; u‘ﬂ) >

are in Appendix A. 24 — 1 thresholds of the quantizer ag, 1, ..., y2a—2 With
The lower bound on the mutual information translatesintoap < v < --- < v 2. The B = 27 quantizer bins are
upper bound for the outage probability as follows: [0, v0), [Y0, 1), - - -» [YB—2, 00). The power control scheme is
the piecewise constant function that determines the transmitted
How (R, P) power corresponding to each of these bins. The transmit power
T-M . Py g corresponding thés bins are denoted by, P, o P, ..., agP,
= PrOb( log <1 + M1 +~2P) hh ) < R) - (23 whereP is the average power constraint. In order to satisfy the
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power constraintf(y) should be chosen such tHatf(~)] = there is always an outage and the outage probability, which is
1. Substituting forP(h, R) in (25), the outage probability is Prob(v < i), is nonzero. We conjecture that this result is
written as true for an arbitrary quantizer.
PF(Y) o\ u 2) Optimal Quantizer and Power Control for 1-Bit Feed-
Hout (R, P) = Prob <10g<1 +—53 bb ) < R) - (26) pack: For 1-bit feedback, the functiof{~) can be written as
The parameters of (v), i.e., the threshold$v; }7" 52 for the fy) = {al’ TS0 (28)
quantizer and the associated power leyelg2” ,, are chosen to @ 7>

minimize outage while satisfying the average power constraitising (26), the outage probability can be written as

For the 1-bit feedback case & 1), the optimal quantizer and R

power control can be obtained analytically. For a gengrtall, IL.. = Prob < (C — 1) M)

. . . . 2. . . out ro 'Yf('y) S . (29)
it seems impossible to obtain the jointly optimal choice of all P

the parameters analytically. However, we can find the opti
power control for a fixed quantizer, i.e., fixdd; }2* ;2. The best
guantizer is chosen by searching over a search set of quantiz
The optimal power control scheme forqabit quantizer will

nWe can rewrite the above outage probability in terms of the
cumulative distribution function ofy by considering the two
86%‘sible regionsg; > «ao anda; < «o, separately. When

be described in Section 1V-B-1 and the jointly optimal powecr)é1 > i .
contrpl and quantizer for 1-bit feedback will be presented in ( Prob |y < Z 7 2 < o
Section IV-B-2). e
1) Power Control for Quantized Feedbackn this section, [ 2] p
we determine the optimal power control scheme giyelit I, = { Frob|v= o +Prob |:'YOS'YS Q—J ; (30)
quagtizgd feedback af, i.e., we find the optimaf«; 127, given i ) a2y0 < 2 < 1Yo
{%};6 : r ]
First, we note that the optimal power control scheme has the Prob|~v < i , Z > (1o
following properties: ‘ L @2
1) a; > 0 only if zero outage is achievable in all binswherez = (e® — 1)M/P. Whena; < as,
(i1, vi)y [is Yir1), - [vB—2, o). This property z
states that since it requires lower power to avoid outage Prob {’Y < a—} , 2 < a1y
for larger~, it is always better to allocate power to the !
bins corresponding to larger SNR, before using any Hou = 4 Probly < 7], 1Y < 2 S 2% (31)
power for the bins corresponding to lower SNR, z
2) Fori > 1, the optimaly; is Prob {’7 = Q_J » #2a%.
_ <(CR ~1)M Preln) The power constraint is
(; = min , (27)
Pri—z P a1 Prob[y < o] + a2(1 — Prob[y < yo]) < 1. (32)

whereP.., is the power remaining under the power conte following two observations simplify the derivation of min-
straint aftere; has been determined for gll > 4. For  jmyum outage probability.

t = 1, «y = Bem/P. This property states that we need
to allocate the minimum power needed to avoid outage in
each bin. When there is not enough power to avoid outage
completely, we should use all of the remaining power.
Then, using the above properties, the optimal power control

1) Fora; > a9, the optimalay, «o and~q will satisfy

z < wayo, I.€., among the three regions oin (30) the
optimal solution results in < as~. Thisis because, #
were in any other region, property 1) of the optimal power
control in Section 1V-B1) would be violated.

scheme is obtained using the following procedure. 2) Fortheregiony; < «go,itis sufficientto consider the case
Step 1. SetFPewm = P. wherea; = 0. This follows from the simple observation
Step 2. Setj = B. that it requires higher power to avoid outage for lower
Step 3. Find a; using Therefore, there is no reason to use any nonagmwhich
(eR B 1) M P is lesser thanv, since it would not decrease the outage.
«; = min < o ; ;‘“) . This also follows from property 1) of the optimal power
Vi-2 control scheme in Section IV-B1).
Step 4. SetPiem = Prom — @ P. Therefore, we obtain the following two solutions for minimum

Step 5. Whilej > 1, setj = j— 1 and repeat steps 3 and 4 outage probability in the two regions and choose the minimum
Finally, we note an interesting fact that for the above quaff the two solutions as the overall minimum outage probability.
tizer, the outage can never be zero with finite number of bits used1) For the case whera; > s, obtain the minimum of
for feedback. This is because the power allocated to each quan- P[y < z/wi] under the constraints < w7y and
tizer bin has to be finite to satisfy the power constraint since the a3 Prob[y < o] + c2(1 — Prob[y < v]) < 1.
probability of each quantizer bin is nonzero. As aresult, there is 2) For the case where; = 0, choosex, and~, such that
always a nonzero positive numbgr,;,, such that fory < vin z = apyo andaz(l — Ply < v]) = 1.
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The details of the solution are given in Appendix B and the The outage probability in this case is upper bounded as

numerical calculations are provided in Section VII.
Hout S Pl‘Ob(ML A < (CR, — 1))

I

)
. . . . . . R’

In this section, we will combine the analysis techniques from =Prob (fl( bt ( 1)) (35)
Section IV-A and B, and obtain an upper bound on the min
imum outage probability of preamble-based multiple antem"\é{1
systems with quantized feedback. Thus, we include the effects , RT
of imperfect channel estimation both at the transmitter and at ’= T—M—1 (36)
the receiver. First, we upper bound the outage probability for a
preamble-based system with a fixed quantizer and power céid
trol scheme. Then, we minimize this upper bound over the pos-
sible quantizers and power control schemes. As in Section IV-B, fil(y) =
the minimization can be done analytically for the 1-bit feed- Pd +'fo( )
back case. For multiple bit feedback, the optimal power control
scheme will be found only for a fixed quantizer and the quaMVI
tizer will be chosen from a search set of quantizers. 5 _ o

Let the power of each transmitted preamble symbadrhés . P = A 20
Then, the average power available for data transmissifn is ¢ i
(PT— PB,)/(T— M). The actual power of each data frame catsing3; andj3, instead ofv; andc., we can rewrite the outage
be written as’,; f (), wheref () is as defined in Section IV-B. probability in terms of the cumulative distribution ¢ffor the
Using the upper bound from equation (23), we can write  two regions3; > 3, andf; < /%,. Itis also clear thaB, > /3,

implies thato; > a2 and vice versa. Therefore, we can still use

C. Preamble-Based CSIR and Quantized Feedback

f(,y) /317 v < Yo
{/32, ¥ > (37)

T—M— i i i _B-
o (R, P) < Prob q the same regionsy; > as anda; < ao, as in Section IV-B-2.
T Whena1 > (o,
Paf(v) ) ) , -
-log(1+ <R 33 <
g( M1 +2Pf () | (33) Prob|~ < /3_1} . 2% B

| ®

<L —
} + Prob |:’YO < % } ) (38)
Bavo < 2 < P1vo

wherey = hh*' and the scaling? — M — ¢)/T accounts for 1L, < 4 Prob|7<

both the preamble and feedback resources. This upper bound ™ " = -

has to be minimized over the possible choiceg @f), which -

includes the quantizer and power control parameters/and Prob|vy £ i} , z > Biyo
1) Power Control for Quantized FeedbacKhe optimal \ L P2

power control scheme given a quantizer is found similar to th

approach in Section IV-B-1). The only modifications are |n

Kb
e

erez = (¢® —1). Whenay < as,

steps 1 and 3. This is because: 1) some paiReis used for Prob <3
training, and 2) the mutual information for a preamble-based robly < /31 25 P
system in (23) is different from (26). The modified algorithm is IL.. < { Probly < 3 <3 39
given as: out £ 9 Prob[ly <o, By <2< Pavo (39)
Step 1. SetPewm = (PT — P)/(T— M —q). Prob [fy < 3—} . 2> [ayo.
Step 2. Setj = B. P
Step 3. Find «; using However, it should be noted that the power constraint is still in
terms ofa; anda, and is given by
o = min M P;m . (34) OélPl“Ob[’}/ S ’}/0] + 062(1 - Pl‘Ob[’}/ S ’}/0]) S 1. (40)
-
( ryf’) Pd Using the above formulation, the minimization can be done sim-
ilar to the method adopted in Section IV-B-2. The details are
Step 4. SetPrem = Prem — @ P. given in Appendix C.

Step 5. Whilej > 1, setj = j—1andrepeatsteps3and 4. |5 symmary, we have analyzed the outage performance of
Similar to the perfect CSIR case with 1-bit feedback, the outagaultiple antenna systems with imperfect channel information.
can never be zero in this case. In particular, we considered the following three cases: 1)

2) Optimal Quantizer and Power Control With 1-Bit Feedpreamble-based CSIR with no feedback; 2) perfect CSIR
back: For 1-bit feedback and a fixed training power, the miniwith quantized feedback; and 3) preamble-based CSIR with
mization can be solved very similar to the way it was solved fquantized feedback. We will present the numerical results in
perfect CSIR. In this section, we describe the key adjustmei@sction VIl to illustrate the significant gains achievable using
needed, with the details given in Appendix C. feedback.
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V. OUTAGE PROBABILITY BOUND WITH ERRONEOUS by the choice of a good coding scheme. Thus, for reasonably
FEEDBACK large frames, the outage probability acts like a lower bound on

The earlier analysis assumes that the feedback is receiveH e error rate performance and we can approach that perfor-

the transmitter without any errors. Now, we will analyze the efhnance by using good codes. . .
_The space-time codes proposed already in the literature

fect of any feedback error on quantizer and power control d s -
sign. We will consider only the 1-bit feedback case to iIIustraJ;O]’ [11] do not achieve the outage probability performan_ce
the effect of feedback error. or perfect CSIR and no CSIT case. Therefore, the quantizer
Let P. be the probability of error of the feedback bit. Leland power control scheme need to be more conservative for a
N practical space—time code as compared to the optimal codes

~ < 4o correspond to the quantizer bin for the 0 bit and o . )
correspond to the bin for the 1 bit. Let the power control alloca{gat gch|eves outage performance. In fact, 'd|'re(':t use of the
antizer and power control schemes that minimize outage in

power «i; P when the received feedback bit is 0 and allocafg"®! ¢ ith i d lead to hiaher f
powera, P when the received feedback bitis 1. Therefore, whéfPriunction with space-time codes can fead to higner frame

there is no feedback error, the functigfy), which includes the error rates. This is because results based on mutual information
effect of quantization and, power control, will be are too optimistic about the code and might allocate too little

power to overcome frame error even for good channel condi-

Fly) = { o, 7<% (41) tions. In order to determine the power control and quantizer for

@2, v > Yo a practical code, we make use of the following simple but key

When there is a feedback error, powerP will be allocated Observation. For full diversity codes, the average frame error
wheny > ~, and powera, P will be allocated wheny < ~,. rate has the same slope as the outage probability asymptotically

Therefore, we define a new functigia(~) given by as a function of the power constraiRt(in decibels) [11], [19].
In other words, the average frame error rate (without feedback)
fo(y) = {“2’ TS (42) is equal to a modified outage probability that has a scaled
“L 7> power constraint. This can be written as
to account for the quantization, feedback error and power con- P
trol. Assuming that the feedback error event is independent of ER = Ilout < ) = Prob <10g <1 + k—M*y> < R) (46)

the particular realization of the forward channel fading coef- _ _ _ _
ficients, the overall outage probability can be upper bound¥dnerek is the scaling. In order to obtain the quantizer and power

using a linear combination of the upper bounds for the case wiintrol for a space—time code, we conjecture that the same rela-
and without an error event. This upper bound is given by tionShip would hold in the presence of feedback. ThUS, for each

, code, we would just need to use a different scaling factor de-

Howe < (1= Fe) [Pl‘Ob (fl (V) < (CR - 1))} pending on how far away the frame error rate performance of the
” code is from the nonfeedback outage probability performance.

+Fe [Pmb(fle(’y)’y < (e - 1))} 43)  This conjecture is supported by simulation results in Fig. 10,

where where the modified outage with power control and scaled power
£3) is almost the same as the frame error rate.
fily) = S R YTIRY (44) Summarizing, we minimize the following modified outage
7 Tl () probability:
and PF)
§ Y
fro(y) = fe(v) (45) Prob <log <1 + 07 w) < R) (47)

M 2 .
Ty + 'Ypfe (’Y)

. . . . 1o obtain the quantizer and power control scheme. Thus, we still
For a given quantizer, this upper bound on outage probabili . . :

LI . : ; opt a code-independent procedure for full diversity codes and
is minimized numerically to obtain the optimal power control o ) ; .

: ; apply it to individual codes by choosing the appropriate scaling
parametersy; and «s. The quantizer threshold is chosen b .

. . . . In the case where we use a preamble, we use the appropriate
searching over a pre-determined set. The numerical results are ... . . . . !

. . modified outage function. The simulation results in Section VII
shown in Section VII. . ) )
show that the performance of the space—time code with this
guantizer and power control scheme is similar to the frame error

VI. AN EXPLICIT SPACE-TIME CODING SYSTEM WITH rate with this modified outage.

FEEDBACK

In the previous sections, we analyzed the effect of feedback VII. NUMERICAL RESULTS AND DISCUSSION
on the outage probability of multiple transmit antenna systems.

Outage probability is closely related to a practical pe_rfo_rmanc?obabmty for the various preamble and feedback scenarios
measure, frame error rate. For large frame transmissions, the . ; . . .

e . . L iscussed in earlier sections. Then, we will illustrate the sig-
outage probability provides the achievable limit for the frame.

error rate. This is clear from the fact that when the frame Ieng%flcance of these results in practical systems with space—time

O oo - codes by demonstrating the gains from 1-bit feedback and
goes to infinity, an outage implies a frame error. Similarly, suc-

cessful frame transmission is possible when there is no outage..- control for two codes, the simple Alamouti transfor-
P tHation that achieves maximum diversity [10] and the 16-state

3Using MATLAB. code from [11].

First, we will present the numerical results on the outage
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:i| =+ PERFECT CSIR, NO FEEDBACK
)| — PREAMBLE, 1-BIT FEEDBACK, T = 100

-)| e~ PREAMBLE, 1-BIT FEEDBACK, T = 1000
.:;| =9 PERFECT CSIR, 1-BIT FEEDBACK

OUTAGE PROBABILITY
OUTAGE PROBABILITY
=

- - PREAMBLE 107
| — PERFECT CSIR
10‘9 1 I 1 i ¢ 1 ! . 10'5
1 15 2 25 3 35 4 45 5 ) 5 10 15 20 25

NUMBER OF TRANSMIT ANTENNAS, M P (dB)

Fig. 4. Outage probability versus number of transmit antennas foftate2  Fig. 6. Effect of frame lengthT() on outage probability—outage probability
bits/s/Hz, average power constraift= 14 dB, frame lengtl” = 1000. versus power constraint fde = 4 transmit antennas, rafé = 2 bits/s/Hz.

T PREAMBLE CONSTANT POWER versusP for a 4 transmit antenna systemat= 2 bits/s/Hz.
sy N, This plot shows the significant gain from only one bit of.
= gggéEMgTL%;;—gg SFIEEE(%CVCI:E'}; contRoL | feedback._Th_e p_grformance of a preamble—bas_ed scheme with

........... — ...~ feedback is significantly better than a scheme with no feedback

: : 1 and perfect channel information at the receiver. For example, at
an outage probability of 10*, we have a gain of more than 5 dB
in a preamble-based system for 1-bit feedback compared to a
system with perfect CSIR. Furthermore, the outage decreases
at a much faster rate wit? for the 1-bit feedback case than
for the perfect CSIR case. The outage with perfect CSIR has a
slope equal to the number of transmit antennas or the diversity.
In all these results, the training power per symbol was chosen to
be the best value from the sgP, 2P, ..., 10P}. A maximum
4 training power constraint can be easily enforced by restricting
iy thig gearch set for training power. Significant performance
0 5 10 15 20 25 30 gains from feedback were observed even when the maximum
P8 training power per symbol was restricted3ts.

Fig. 5. Performance gains from 1-bit feedback—outage probability versus Fig. 6 shows the effect of varying the frame length on the
average power constraint for rafe= 2 bits/s/Hz,M = 4 transmit antennas, outage performance. Using a larger frame allows more power

OUTAGE PROBABILITY
>

frame lengthl" = 1000. to be used for training without taking away too much from
data transmission. As the frame length increases, the fraction
A. Outage Probability Results of time spent in the preamble goes to zero. Therefor&; as

ases, performance approaches the performance with perfect
IR and 1-bit feedback.
Unlike the 1-bit feedback case where we optimize for the best
guantizer, for the multiple bit feedback case we will choose from

from feedback for multiple antenna systems using a fra fixed search set of quantizers and use the optimal power con-

lenath of 1000 svmbols. Fig. 3 plots outage probabilit rol from Section IV-C-1. Fig. 7 shows the negligible difference
vergus (tfgmsmission >r/aﬂé for a 4gtran2mit antengna pl receivgn the outage bounds for 1-bit feedback obtained in the following

antenna system at an average power constdinf 14 dB. two methods:

It shows the increase in achievable rate using feedback for al) obtain optimal quantizer and power control using results
fixed outage probability considering the effect of preamble and  in Section IV-C2);

quantization in feedback. Fig. 4 plots outage probability versus 2) search over fixed set of quantizers and use optimal power
number of transmit antennas for transmission rBte= 2 control scheme for a fixed quantizer from Section |V-Cl)
bits/s/Hz and average power constraiiit= 14 dB. This plot The thresholds over which the search was performed were such
shows the increasing gains from feedback as the numbertludit the probability ofy being less than the threshold was from
transmit antennas increases. Fig. 5 plots outage probabilfy.001,0.002,..,0.009,0.01,0.02, .,0.09,0.1,0.2,..,0.9}.

In this section, we present the numerical results obtained
computing the outage probabilities and their upper bounds fro
the previous sections.

1) 1-Bit Feedback:Figs. 3-5 show the performance gain
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- = NO FEEDBACK
)| -—-- FEEDBACK ERROR RATE = 0.01

| -o- FEEDBACK ERROR RATE = 0.001
—— FEEDBACK ERROR VARYING WITH P (]
—=a- NO FEEDBACK ERROR

] -~ PREAMBLE, 1-BIT FEEDBACK, SEARCH
-1 -w- PREAMBLE, 1-BIT FEEDBACK, OPT
PERFECT CSIR, 1-BIT FEEDBACK

OUTAGE PROBABILITY
QUTAGE PROBABILITY

0 5 10 15 20 25 30
P@B) P (dB)

Fig. 7. Comparison of the two upper bounds obtained by i) quantizer seafoly. 9. Effect of feedback error on outage performance—outage probability
and ii) analytical optimization—outage probability versus power constraint faersus power constraint féd = 4 transmit antennas, frame length= 1000,
M = 4 transmit antennas, frame lendgth= 1000, rate R = 2 bits/s/Hz. rate R = 2 bits/s/Hz.

10° e — R — — 10 r T
~ PREAMBLE L [ ALAMOUTI, PREAMBLE
— PERFECT CSIR -e— ALAMOUTI, PREAMBLE, FEEDBACK
-6~ PREAMBLE, 1-BIT FEEDBACK . - - MODIFIED OUT,

-+ PREAMBLE,2-BIT FEEDBACK | S " E N
—s- PERFECT CSIR & CSIT (POWER CONTROL)

>
E
]
[21]
<
a1
8 w 10‘1 e N
a
8
£ R - . o
2
O 10 Ernopnnpsvnnannobnun s nmnannnnny Lo
107
0 5 10 15 20 25 30 8 10 12 14 b a8 16 18 20 22
P (dB)

Fig. 8. Performance gains from 2-bit feedback—outage probability vers 9. 10. Frame error rate of Alamouti scheme with feedbadh—= 2

power constraint fol/ = 4 transmit antennas, frame lendth= 1000, rate ransmit antennas, frame length= 130, rate/2 = 2 bits/s/Hz.
R = 2 bits/s/Hz.
of P) of a binary noncoherent signaling with four channels

2) 2-Bit Feedback:Fig. 8 shows the outage performancavith power control such that total received powerHs[20,
versusP for the two bit feedback case for a 4 transmit antenrfl. 12-1-13]. Although there is degradation in performance
system atR = 2 bits/s/Hz andI’ = 1000. There is still a compared to the no error case, the overall system is still much
significant additional gain of about 2 dB at 16 from the better than a system with no feedback.
second bit of feedback although the marginal gain from the )
second bit of feedback is lower as compared to the gain frdin Frame Error Rates for Practical Codes
the first bit of feedback. In this case, the three threshelds  In this section, we show the simulation results for 2 transmit
~2 and~s, required to specify the quantizer were obtained bgntenna, 1 receive antenna systems with preamble and 1-bit
a search. All quantizers with; < 2 < 3 and+; such that feedback. The power control scheme and quantizer are deter-
probability ofy < ~; belongs to{0.001, 0.002,. ., 0.009, 0.01, mined using the modified outage function discussed in Sec-
0.02,...,0.09, 0.1, 0.2,.., 0.9} were used in the search set. tion VI.

3) Erroneous FeedbackFig. 9 shows the outage perfor- Forthe Alamouti scheme [10], we use a scafing 3.2inthe
mance versug® for a 4 transmit antenna, 1 receive antennaodified outage function. This scaling factor is obtained based
system withR = 2 bits/s/Hz,7" = 1000 in the presence on the performance difference between the Alamouti scheme
of feedback error. The following 3 feedback error rates aend outage. The quantizer is obtained by search and the optimal
considered: 1) 0.01; 2) 0.001; and 3) bit error rate (as a functipower control is found using Section IV-C-1. Fig. 10 shows the
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results show that significant performance gains can be achieved
R -~ ATA&T 16-STATE, PREAMBLE, FEEDBACK | even with one bit of feedback. For example, a 4 transmit an-

tenna system over a block fading channel of block length 1000
can achieve a 5-dB gain from 1-bit feedback at an outage proba-
bility of 10—*. The performance improvements can be achieved
by the implementation of power control at the transmitter based
on the quantized feedback of the instantaneous channel signal
to noise ratio. The upper bounds on outage probability perfor-
mance are minimized analytically for the 1-bit feedback case
to obtain the optimal quantizer and power control strategy. For
the multiple bit feedback case, we determine the optimal power
control strategy for a fixed quantizer. Finally, we demonstrate
the significant gains achievable in frame error rate performance
of practical space-time code systems with power control and
1-bit feedback. We design power control and 1-bit feedback for
space—time codes to achieve more than 2 dB gain at frame error
rates of 0.01.

RRRIRRE o L[ ATA&T 16-STATE, PREAMBLE _

Fig. 11. Frame error rate of 16-state AT&T space-time code with
feedback—A7 = 2 transmit antennas, frame length = 130, rateR = 2 APPENDIX A

bits/s/Hz. OBTAINING THE LOWER BOUND IN (22)

The details of obtaining (22) from (21) by substituting
frame error rate performance of a preamble based scheme withre as follows. Since is the MMSE estimator, we have
and without the 1-bit feedback. Significant performance gaiE[yy*|h] = E[xy* |h]. Therefore, we have
can be observed by the use of feedback and power control. For

example, there is a gain of about 2 dB from 1-bit feedback at 5, [(X —gy)(x—gy)H ﬁ}

a frame error rate of 0.02. Furthermore, the frame error rate of

the system with feedback is also compared with the minimum =F [XXH] - E [xyHgH fl} +E [gyyHgH‘h}
modified outage probability to show that they are almost the e

same. This supports the use of the modified outage function in —-F [gyx h}

Section VI to describe the average frame error rate even in the

presence of 1-bit feedback. =Exx"] - E [gyXH‘h}

Inthe outage analysis, the coding rate is increased in the feed- Py H (ﬁx + w) xH
back case to overcome the loss of one bit for feedback. However, - _ g M h (48)
it is difficult to change the rate of code arbitrarily in practice. PahhH L B [|w|2 h= fl}

Here, we fix the coding rate and thereby suffer a small loss in

rate(1/(T + 1)). We account for this in the simulation resultsUSing (18), we get

by adjusting theP axis for the no feedback case. We shift the

no feedback curve to the left corresponding the gain that would Py

have been achieved in the no feedback case with the lowered @tﬁx—gy) (x_gy)H‘fl} —0l1- 7h"h )

of transmission. This adjustment is motivated by the normalized %flfliﬁr +E [|w|2‘fl}

SNR usedin[21] and [22] to compare of codes of different rates.
Finally, Fig. 11 shows the performance gain from feedba%%bstituting this back in (21), we have

and power control in terms of frame error rate for the 16-state ’

space—time code in [11] using QPSK symbols. There is approxi-

mately 2.5-dB gain from feedback at a frame error rate 0f?10 I (x: ulh) > Tr—-M log
. . . . x; y|h ) > og(det(meqQ))
In this case, the appropriate scaling factor is found to be 2.3, M
which is lower than for the Alamouti scheme as expected. The
scaling factor is lower because this code is stronger and, there- %ﬁ”ﬁ
fore, closer to outage performance than the Alamouti scheme. ~ — log | det | meQ|1—

Lebi + B[] )h]
VIIl. CONCLUSIONS

Usingdet(AB) = (det A)(det B), we get
In this paper, we have evaluated the gains in outage perfor-

mance from feedback for multiple antenna systems consideri %X. y fl)

the following practical issues in our analysis and design: 1)\’

channel information is imperfect both at the receiver and at the T_M I
transmitter and 2) channel estimation and feedback schemes> — log | det | I— M

. M Palt sl — 6
consume part of the total available resources for the system. Our M Frhh + B [|w|2 ‘h = h}
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Usingdet(I + AB) = det(I + BA) [20], we get g _ Ao — |1 — e Ml 7"
R 8062 b0 k!
I(X; y‘h) T =0 (52)
T-M LyppH M1
> — log| det[1—-———H - @ =1z + Aoap — ag)e™™ L' =0 (53)
%hhH—kE[mP‘h} o (M — 1)
a
T- M iy S =2~y =0 (54)
_ log |1+ M _ ) )81
M E[|u§|2‘h} P M-1 g
_g — (al — a2) <1 —e 0 7%)
From (16), we have s k=0 k!
. + o — 1=0. (55)
E[|w|2‘h} = 1472P,.
Thus, we get the required lower bound in (22)
R dg —(z/a1) (zla)M ™t (=2
N_T—-M Pyhh!? g, € M—1 \o2
I{xyh)>"—"log|l1+ % . a ( W\
(x’ v ) =M °g< MO W;Pd)> M—1 g
=+ )\2 1—e %] = (51)
k=0 ’
APPENDIX B M-l
PERFECTCSIR WITH 1-BIT FEEDBACK 3_9 — e — M1 e Jo—
Dt = 170 2 Ll
Case 1l:a; > a9 k=0
We need to minimizeP[y < z/«q] under the constraints A2 = (52)
z < a0 andag Prob[y < 9] + az(1 — Prob[y < v]) < 1. @ _ _ e oML _
Sinceh is distributed ag€A/(0, I), we have Mo Araz + Ao — az)e (M—1) 0 (53)
g
M—-1 g _ _
“a a o=~y =0 (54)
Probly<al=1-¢ Z o (49) oM
k=0 g M-1 ~ k
— 0
Using this expression for the cumulative distribution functionof ~ gyx, ~ (a1 — az) <1 —e W)
and the constraints, we construct the functi y (X2, Y0, k=0
11 A2), as 9lews, a2 0 +az—1=0. (55)
glay, az, vo, AL, A2) Substituting forA; in (52) in terms of\; from (53), and elimi-
M—1 (/)" nating A, from the resulting (since it appears as a constant), we
=/ e
=1—¢ &) Z Tl + A1z — aayo] get
k=0 )
M-1 ( —an) oMt
+)\2 (al—a2)<1—6% Z %>+@2—1] o oo € O(M_l)!ryo
k=0 M—1 ¥
(50) — (1= | ri=o (56)
k=0

where \; and Ay are Lagrange multipliers. We now solve for

the variablesyy, as, 70, A1 @and X, by setting the partial deriva- Now, substitutingyo by =/ [from (54)] into (56) and (55), we

tives of ¢ with respect to each of these variables to zero. T

unconstrained minimization of the functigngives us the pa-

rameters that minimize outage probability under the constraints M—1

described earlier. ) o (2as) i
The partial derivatives with respectdq, as, vo, A1 andXs

w7 T (M- a»

are given below ~ [1 - /3—:1 (z/:'?)k o 57
99 _ ~(z/a) (zfa)M ™t (—2 }=0 :
acYl (M — 1)' CM12

(041 — a2) <]_ — e_é z_: (2/1?'2) )

M-—1 %
1 ’VL] =0 (51)

+ A2 ol
k=0
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Now, we have reduced the problem to solving for two variableshere\; andX, are Lagrange multipliers. We now solve for the
a1 andas, from the two equations (57) and (58). Eliminatingrariablesxy, as, vo, A1 @andA; by setting the partial derivatives
a1 from these equations, we get a single equationsin of g with respect to each of these variables to zero. The uncon-

M1 M1 . strained minimization of the functiopgives us the parameters
A (z/a2)™ (z/a2)” that minimize the upper bound on outage probability under the
(Oé2 ) 2 ' + Z ' . . .
ap? (M —1)! = K constraints described earlier.
M—1 % Following similar steps as in Appendix B, we get the fol-
1= Z M =0. (59) lowing equation inas
k! -

k=0

(a2 = 1) (2/Bas)™ 1
/328

(2/ )M

After solving foras from (59), we can get; as

1—042

M —1)! 2
( ) Pd(ﬁ‘)—er’v%az)

ap = Y -t (60) ML 3 g M-1 x
- z/a d ~ 28) —z K (z/ﬁQS)
1_6—4/oz2 E % —|—<Z T) <1_C /B2 Z T =0
k=0 k=0 ) k=0 )
and~, asz/a». Thus, the minimum outage probability is given (65)
as where
Z «
Il . = Prob {fy < } . (61) . E—
t o1 /2 ;\‘)—i + ’7%042
Case 2:0; = 0 Once we solve fotva, oy is obtained as
. 1—as
We need to solve the equationssyy = =z and oy = + o (66)

az(l — Prob[y < 4]) = 1 to obtainay and-~,. There-
fore, a2 is obtained by solving

k

) ] _,

—(2/az) = (z/az
S ERD Pl

k=0

(62)

and-y, is obtained as/«». The minimum outage probability is
Prob[y < 4]. In Section VII, (62) is solved numericalty.

M—-1
. z/Bas)*
1—c¢e z/B2s E: (/kZ')
-

and v, is obtained as:/3;. The minimum upper bound on
outage probability is

IIouwt = Prob [’y < 3 } (67)

Case 2.1 =0

APPENDIX C
PREAMBLE-BASED CSIR WITH 1-BIT FEEDBACK
Case 1.1 > a9

We need to minimizeP[y < z/f1] under the constraints
z < fayo anda; Probly < 7o] + a1 — Probly < 7)) < 1.
Sincey = hh#, we have

S (/)
Probly <a] =1—¢™%° Z T (63)
k=0
where
Y [1]
- B/M+1 [2]
Using this expression for the cumulative distribution function of
~ and the constraints, we construct the functigfiy;, s, yo, 3]
)\1, )\2), as
[4]
glay, az, 0, A1, A2)
M-1 7/[3 s 5]
e (/Pe) Z - + Arlz = Bayo]
M-1 k [6]
_ _ .—Yo/s (,YO/S) _
+ A2 (Oél 042) <1 e kz_;) 7/(:' + as—1 7]
(64)
(8l

4Using thefzero command in MATLAB.

We need to solve the equation8svo
az(1 — Probly < o))
fore, a is obtained by solving

z and
1 to obtainas and~g. There-

M—1 &
as [e—@/ﬂz)s 3 _(Z/ifs) ] =1 (68)
k=0 )

and~y is obtained as//3,. The minimum outage probability is
Prob[y < ~].

REFERENCES

E. Telatar, “Capacity of multi-antenna Gaussian chann&3$&T Bell
Labs Internal Tech. Memdune 1995.

T. L. Marzetta and B. M. Hochwald, “Capacity of a mobile multiple-an-
tenna communication link in Rayleigh flat fadindEEE Trans. Inform.
Theory vol. 45, pp. 139-157, Jan. 1999.

E. Biglieri, G. Caire, and G. Taricco, “Limiting performance of block-
fading channels with multiple antennas,” IEEE Trans. Inform. Theory,
pp. 1273-1289, Aug. 1999, submitted for publication.

A. Narula, M. D. Trott, and G. W. Wornell, “Performance limits of coded
diversity methods for transmitter antenna array&EE Trans. Inform.
Theory vol. 45, pp. 2418-2433, Nov. 1999.

A. J. Goldsmith and P. P. Varaiya, “Capacity of fading channels with
channel side information,/EEE Trans. Inform. Theoryvol. 43, pp.
1986-1992, Nov. 1997.

C. Kose and D. L. Goeckel, “On power adaptation in adaptive signaling
systems,IEEE Trans. Communvol. 48, pp. 1769-1773, Nov. 2000.

M. Medard, “The effect upon channel capacity in wireless communica-
tions of perfect and imperfect knowledge of the chann&EE Trans.
Inform. Theoryvol. 46, pp. 933-946, May 2000.

E. Visotsky and U. Madhow, “Space—time precoding with imperfect
feedback,” inProc. ISIT 2000 Sorrento, Italy, June 2000, p. 312.



798

[9] A.Sabharwal, E. Erkip, and B. Aazhang, “On channel state informatic

(10]

(11]

(12]

(23]

[14]

(15]

[16]

(17]

(18]

(19]

(20]

(21]

(22]

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 50, NO. 5, MAY 2002

Ashutosh Sabharwal S'91-M'99) received the
B.Tech. degree in electrical engineering from Indian
Institute of Technology, New Delhi in 1993. He
received his M.S. and Ph.D. degrees in electrical
engineering in 1995 and 1999, respectively, from the
Ohio State University, Columbus, OH. Since 1999,
he has been a Postdoctoral Research Associate at

in multiple antenna block fading channels,”froc. ISITA Honolulu,

HI, Nov. 2000.

S. M. Alamouti, “A simple transmit diversity technique for wirelesss
communications,”|EEE J. Select. Areas Commurvol. 16, pp.
1451-1458, Oct. 1998.

V. Tarokh, N. Seshadri, and A. R. Calderbank, “Space-time codes 1
high data rate wireless communication: Performance criterion and cc the Center for Multimedia Communication, Rice
construction,”|EEE Trans. Inform. Theoryol. 44, pp. 744-765, Mar. : University, Houston, where he is currently a Faculty
1998. Fellow. His current research interests include

H. Viswanathan, “Capacity of Markov channels with receiver CSI an wireless communications, network protocols and
delayed feedback [EEE Trans. Inform. Theoryol. 45, pp. 761-771, information theory. He was the recipient of the 1999 Presidential Dissertation
Mar. 1999. Fellowship sponsored by Ameritech.

G. Caire, G. Taricco, and E. Biglieri, “Optimum power control over
fading channels,JEEE Trans. Inform. Theorwol. 45, pp. 1468-1489,
July 1999.

A. Narula, M. J. Lopez, M. D. Trott, and G. W. Wornell, “Efficient use
of side information in multiple-antenna data transmission over fading
channels,IEEE J. Select. Areas Commuwol. 16, pp. 1423-1436, Oct.
1998.

S. A. Jafar and A. Goldsmith, “On optimality of beamforming for mul-
tiple antenna systems with imperfect feedback,Piroc. ISIT 2001
Washington, DC, June 2001, p. 321.

K. K. Mukkavilli, A. Sabharwal, and B. Aazhang, “Design of multiple
antenna coding schemes with channel feedbaclsitomar Conf. Sig-
nals, Systems and Computexv. 2001, pp. 1009-1013.

H. V. Poor,An Introduction to Signal Detection and EstimatiorNew
York: Springer-Verlag, 1994. ]
A. Lapidoth and S. Shamai, “Fading channels: How perfect need ‘perfe.
side information’ be?,” ilProc. IEEE Workshop on Information Theory
Kruger National Park, South Africa, June 1999, pp. 36-38.

T. Muharemovic and B. Aazhang, “Information theoretic optimality o :
orthogonal space time transmission schemes and concatenated code ===
struction,” inProc. Int. Conf. on Telecommunicatigiiday 2000. R
J. G. Proakis,Digital Communications New York: McGraw Hill,
1995.

Behnaam Aazhang (S'82-M'82-SM’'91-F'99)
received his B.S. (with highest honors), M.S., and
Ph.D. degrees in electrical and computer engineering
from University of lllinois at Urbana-Champaign in
1981, 1983, and 1986, respectively.

From 1981 to 1985, he was a Research Assistant
in the Coordinated Science Laboratory, University
of lllinois. In August 1985, he joined the faculty
of Rice University, Houston, TX, where he is now

G. D. Forney and L-F. Wei, “Multidimensional constellations—Part | a Professor in the Department of Electrical and
Introduction, figures of merit, and generalized cross constellations," Computer Engineering and the Director of Center
IEEE J. Select. Areas Commuwol. 7, pp. 877-892, Aug. 1989. for Multimedia Communications. He has been a Visiting Professor at IBM

M. V. Eyuboglu and G. D. Forney, “Lattice and trellis quantization withFederal Systems Company, Houston, TX, the Laboratory for Communication
lattice- and trellis-bounded codebooks—High-rate theory for memoryrechnology at Swiss Federal Institute of Technology (ETH), Zurich, Switzer-
less sourcesJEEE Trans. Inform. Theoryol. 39, pp. 46-59, Jan. 1993. |and, the Telecommunications Laboratory at University of Oulu, Oulu, Finland,
and at the U.S. Air Force Phillips Laboratory, Albuquerque, NM. His research
interests include the areas of communication theory, information theory, and
- . their applications with emphasis on multiple-access communications, cellular
_Srlkrlshna _Bhashyam recel\_/ed _the B.T_ech. _degree mobile radio communications, and optical communication networks.

In elect‘ronlcs gnd communication engineering _fro_m Dr. Aazhang is a member of Tau Beta Pi and Eta Kappa Nu. He has served
the Indian Institute of Technology, 'V'ad“”!sv |I’ld|a'll"l s the Editor for Spread Spectrum Networks of IEERANSACTIONS ON

1996 and the M.S. and Ph.D. degrees in electricah, )\ nications (1993-1998), as the Treasurer of IEEE Information Theory
engineering from Rice Unlver_sny, Hou_ston, X, Society (1995-1998), the Technical Area Chair of 1997 Asilomar Conference,
USA in 1998 and 2001, respectively. He is currentlyy,,yiarey 'CA the Secretary of the Information Theory Society (1990-1993)
a Senior Ef.‘g!”eer at _Qualcomr_n, Inc., Ca_mpbe_:lland as the Publications Chairman of the 1993 IEEE International Symposium
CA, USA.' H'.S mterests_lnclude wireless multl_me_dlaon Information Theory, San Antonio, TX. He is the recipient of the Alcoa
communications, multiple-access communicationg, ngation Award 1993, the NSF Engineering Initiation Award 1987-1989,
T and information theory. and the IBM Graduate Fellowship 1984-1985.



	Index: 
	CCC: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	ccc: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	cce: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	index: 
	INDEX: 
	ind: 
	Intentional blank: This page is intentionally blank


