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Abstract

This paper presents a new time domain technique for computing the noise spectral density. The
power spectral density is interpreted as the asymptotic value of the expected energy spectral density
per unit time. We show that the methodology of stochastic differential equations can be used to derive
a set of ordinary differential equations for the expected energy spectral density. This set of equations
can then be integrated in time until the steady state value of the power spectral density is obtained. The
method is quite general and can be used to find the noise spectrum in any circuit in which noise can
be treated as a perturbation. Both the noise variance and the power spectral density are obtained. The
general nature of this algorithm has been illustrated in this paper by using it to get the noise spectral
density in switched capacitor circuits, externally linear circuits and oscillators. The results match well
with published experimental/analytical data.

Keywords: noise, power spectral density, analog circuits

I. INTRODUCTION

With decreasing power supply voltages and tight dynamic range specifications, we require
simple and accurate methods for computation of the output noise variance and power spectral
density (PSD).While the adjoint method proposed by Rohrer [1] has been used successfully for
linear time-invariant circuits, several methods have been proposed for time-varying linear and
non-linear circuits. These methods are typically applicable to a particular circuit or a class of
circuits. Broadly they can be classified as methods for linear periodically switched systems,
periodically varying circuits with single or multi-tone excitations, externally linear circuits and
methods to compute phase noise in oscillators.

Noise in periodically switched linear systems has received considerable attention. Most of
these studies pertain to switched capacitor(SC) circuits. One of the early attempts was made
by Rice [2]. He computed the noise spectral density at the output of a periodically switched
RC circuit, driven by white noise. Strom and Signell [3] obtained closed form solutions for
the time-varying impulse response and the transfer function for periodically switched linear
circuits. They used this to obtain the output noise spectral density. Fisher [4] computes the
noise spectral density by converting the SC circuit to an equivantcircuit. The actual
computation is done using SPICE and it requires knowledge of the noise bandwidth, which
is not readily available. Maloberét al [5] have computed the noise spectrum of a switched

capacitor integrator, including opamp non-idealities. Goettal [6], [7] compute the time
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averaged autocorrelation matrix by solving the Lyapunov equation. Using the “full and fast”
charge transfer assumption, they solve the z-domain equations of the discrete time system to get
the noise spectral density. They have an approximate implementation for the “sample and held”
portion of the noise alone. Totkt al [8] use the charge state variable form of the equations
and obtain the noise spectral density based on the time-varying transfer function. They also use
the “full and fast” charge transfer approximation and obtain simplified expressions for noise in
ideal switched capacitor networks. They consider both thermal as weellfasise. The adjoint
network approach has been explored in [9], [10], [11], [12]. The method proposed byeYuan

al does not require the “full and fast” charge transfer approximation. Rb@ad[13] obtain the

noise in SC circuits, including sigma-delta modulators, by using random-pulse waveforms to
model noise sources.

There have also been several attempts at noise analysis for periodically varying nonlinear and
externally linear systems. In all these cases, noise is regarded as a small perturbation and the
circuit is linearized around the large signal steady state solution. The linear periodic transfer
function is then used to get the time-varying autocorrelation and the power spectral density.
Okumuraet al [14] have analyzed noise in periodically switched circuits and nonlinear circuts
with periodic large signal excitations. They use a sampled form of the time-varying transfer
function. Roychowdhurgt al[15] have extended the algorithm of Strom and Signell for noise
analysis of RF circuits, including cyclostationary noise sources. Using the concept of harmonic
PSDs, they propose an efficient harmonic balance based algorithm to compute the noise spec-
trum. Noise in externally linear systems has also been studied extensively. These circuits have
cyclostationary noise sources as well as signal-noise intermodulation. These circuits are non-
linear as far as noise sources are concerned. If noise can be regarded as a perturbation, a linear
periodically varying transfer function can be obtained (for a periodic input excitation). Mulder
et al[16], [17] find the time-varying autocorrelation function. The time-dependent frequency
spectrum is obtained as the Fourier transform of the autocorrelationefatfil8], [19] obtain
the output noise spectral density based on the time-varying noise transfer functions.

In the case of phase noise, several methods have been proposed. A heuristic expression based
on theQ of a feedback oscillator was obtained by Leeson [20]. Razavi [21] obtained the spec-

trum of the ring oscillator using a linear time-invariant transfer function. Kurokawa [25] and
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Okumuraet al [26] obtain the spectrum by computing the linear time-varying transfer function.
Noise and timing jitter in ring oscillators were also studied by McNeill [22] and Weigahdt

al [23] using stationary and time-varying noise sources respectively. Timing jitter in relaxation
oscillators was obtained by Abidt al[24]. In all these cases, timing jitter is obtained by finding

the standard deviation of the error in the zero crossings of the oscillator. Methods based on a
nonlinear analysis include [27], [28], [29]. De Smeddtal [27] compute the phase noise by
doing a transient simulation, but sinusoidal sources at carefully selected frequencies are used to
model noise. Hajimiret al [28] find a linear periodic impulse sensitivity function(ISF) for the
oscillator and use it to compute the phase variations due to noise. They regard the oscillator as
a phase modulating system to convert the phase to a voltage. The method proposed lst Demir

al [29] is based on previous work by Lax and Kaertner [30], [31]. They do a nonlinear pertur-
bation analysis to get the Lorentzian noise spectrum about each harmonic and also propose an
efficient method to compute it.

Practically all the techniques proposed are frequency domain techniques that are applicable
to a particular circuit or a class of circuits. Among the time-domain methods, the Monte-Carlo
technique can, of course, be used for all circuits. However, it is computationally very expensive.
A method based on stochastic differential equations has been used byddahi82] to get the
time-varying covariance matrix of nonlinear circuits. It has been used to predict phase noise of
oscillators [31], [32], [29], noise in PLLs [33], the covariance matrix in switched capacitor cir-
cuits [6] and the non-stationary noise response in readout circuits used with image sensors [34].
It can be used for all circuits that can be described by differential equations and in which noise
can be treated as a perturbation. However, although Detnairsuggest that the instantaneous
spectral density can be obtained after computing the time-varying autocorrelation, there are no
published computations of either the instantaneous or average power spectral density using this
method.

In this paper, a new time-domain technique to obtain the average and instantaneous power
spectral density is proposed. It is based on stochastic differential equations. It uses the results
obtained by Demiret al for the covariance matrix. Unlike all previous methods, which es-
sentially use the time-varying autocorrelation/transfer function, we compute the power spectral

density using its definition as the limiting value of the energy spectral density per unit time. We
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show that a set of ordinary differential equations can be derived for the energy spectral den-
sity. These equations can easily be incorporated in any standard circuit simulator. Previous
techniques to compute the power spectral density are restricted to certain classes of circuits.
The proposed method is applicable to all circuits that can be simulated using a standard cir-
cuit simulator, even those in which the noise is nonstationary. Complex device models can be
used, though simulations will have to be done in a hierarchical manner for numerical efficiency.
The assumption made is that noise can be treated as a perturbation. To the best of the author’s
knowledge, other than Monte-Carlo analysis, this is the only time-domain technique to obtain
the average noise spectral density.

The paper is organized as follows. Sections Il and Ill contain relevant definitions and a deriva-
tion of the equations. Section IV summarizes the steps involved in the computation and the nu-
merical methods used in the implementation of the algorithm. The proposed method is validated
by comparing the simulated results with published data for three types of circuits - switched
capacitor circuits, externally linear circuits and oscillators. Section V contains the simulation
results and a comparison with published data. The advantages and limitations of the method are
discussed in the conclusions. For all the simulations performed, only thermal noise sources have

been considered and instead of the full device models, simpler macromodels are used.

II. SOME DEFINITIONS AND AN OUTLINE OF THE PROPOSEDI ECHNIQUE

The power spectral density can be interpreted as the limiting value of the expected energy
spectral density per unit time [35], [36], [37]. This is done as follows. d€t) represent a

finite section of the waveform defined as:

vr(t) = (), [t| < T/2
= 0, It| > T/2

Let Vi (f) represent its Fourier transform. It is then possible to define the expected energy

spectral density of this finite segment of the wavefofms D), as:

(ESD)r = E{|[Ve(f)I}
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whereE{.} denotes the expectation operator. It can be proved that the expected power spectral
density is given by [35], [36], [37]:

PSD = 1 3D
T—o0 T

(1)

When the noise in the circuit is stationary, the PSD as defined by equation (1) is the Fourier
transform of the autocorrelation function [35], [36]. If the noise is non-stationary, it can be

shown that [37]:
d(ESD)r
dt

Here S,(t, f) is the instantaneous power spectral density and is the Fourier transform of the

= Su(t, f) (@)

time-varying autocorrelation function. Therefore tRé D, as defined by equation (1) is the
average value of the instantaneous spectral density.

Based on these definitions, a new method to find the average power spectral density is pro-
posed in this paper. We show that the methodology of stochastic differential equations can be

used to obtain a set of ordinary differential equations for the energy spectral density. This can

(ESD)r

then integrated in time untilPS D) = =2~ reaches steady state.

I1l. DETAILS OF THE METHOD

In the discussion that follows, the state variable form of the equations have been used. This is
mainly because it is the most convenient form of equations for externally linear circuits. How-
ever, any other form of the circuit equations, modified nodal analysis for example, could equally

well be used.

A. Derivation of differential equations for energy and cross-spectral density
The state variable form of the circuit equations without noise sources can be written as:

dx(t)

o F(x(t),u(t)) (3)

wherex(t) is the vector containing the state variables of the circuit@tdlis the vector of large
signal excitations to the circuit. This can be solved to get the large signal steady state solution

of the circuit,x,(t).
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With the noise sources added, the solution is assumed to be of the form:
x(t) = x4(t) + xn(?) (4)

wherex,, (t) represents the noise voltages. Since noise is treated as a perturbation, a linearized
form of the state equations along with additive noise sources can be used for noise computations.
This is not true in the case of externally linear equations, where the translinear principle has to
be used to obtain the correct equations. This is discussed in more detail in a later section. The
linearized equations can be written as:

dx,(t)
dt

In this set of equations\ () is the Jacobian df(.) with respect tac, computed at steady state.

= A(t)x, (1) + B(t)n(t) 5)

B(t) is a matrix containing the spectral intensity of the noise sourcesnétydis the vector
containing the various noise sources, all of which are assumed to be standard Gaussian white
noise processes uncorrelated with each other. The steps involved in the linearization have been
discussed in detail in [38].

In a more standard form, equation (5) can be written as:
dx,(t) = A(t)x,(t)dt + B(t)dW(t) (6)

whereW (t) represents the Wiener process. Note that this representation is only symbolic. The
mathematically meaningful form of this equation is its integral representation [40], [41].

Supposing we wish to find the noise power spectral density at n§def‘the circuit. Let the
noise waveform be represented:byy (¢). This noise waveform could be a single state variable
or a combination of state variables. For convenience, it is assumed,th@ is a state variable.
We define:

X(t0)= | Can ()e I dr @

X(t,w) is essentially the Fourier transform of a “t-segment” of the noise waveform. Consider

the squared proces&t) given by:
Z(t) = X(t,w)X(t,w)"

Differentiating with respect to time, we get:

dZ(t)

— = an(t)e_j“tX(t,w)* + X (t, w)sz(t)eth (8)
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Taking expectations on both sides, we get the derivative with respect to time of the expected
energy spectral density:

d(ESD)y

o = Elean (X (6, w) e + E{ain (DX (¢, w) e 9)

Here E{.} denotes the expectation operator. The right hand side of equation (9) gives us the
instantaneous power spectral densiy(¢, /). It is a real quantity as expected. To solve this
equation, we require the “cross spectral densiy{’r,,x(t) X (t,w)*}. This can be obtained as
follows. Consider:

y(t) = Xn(t) X (£, w)* (10)

The differential form of this equation is obtained as:
dy (t) = [dx, ()] X (t,w)" + X (t) 2],y (t)e’"dt (11)
Using (6), this can be written as:
dy(t) = [A()x,(t)dt + B(t)dW ()] X (t, w)* + X, (t) 2% 5 (t) e dt (12)

Taking expectations and noting that the expectation of the Ito integral is zero [40], [41], we get:

dK'(t)

U _ AWK + Bt (1)) (13)

whereK'(t) is the vector of “cross-spectral densities” and the elements of this vector are given
by:

Ki(t) = E{yi(t)} = E{zn(t)X(t,w)"}
In order to solve the set of equations (9) and (13), we need the time-varying variance of the state
variable “N” of the circuit (for which the PSD is required) and its cross-correlation with all the
other state variables of the circuit. These values can be obtained by solving for the time-varying
covariance matrix which can be computed as described in [32], [40], [41]. Itis re-derived in the

following sub-section.

B. Derivation of the time-varying covariance matrix

For convenience, the equation for the covariance matrix is re-derived here using the same

notation as in [32].
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Using the multi-dimensional Ito formula [40], [41], we get:
(% (1) (1)) = %0 () [ (1)1 =+ [ ()]0 (1) + dxo () (1) (14)

The last term arises due to the non-zero quadratic variation of the Ito integral. Using (6), this

can be written as:
d(x, ()% (1)) = %, (1) [xn ()T A () T dt + B(t)"TdW )]+

[A ()%, (t)dt + B(t)dW (t)]2,,(t)*" + B(t)B(t)"dt (15)

Taking expectations on both sides and noting that the expectation of the Ito integral is zero [40],
[41], we get:
dK(t)

S ZKAWT + AWK + BB (16)

where

are elements of the noise covariance matrix. It is a Hermitian matrix.

C. Discussion

Equations (3), (9), (13) and (16) form a complete set of ordinary differential equations which
can be solved to get the power spectral density. This basically demonstrates that we can directly
use the definition of power spectral density in terms of the energy spectral density for computa-
tion of the output noise PSD in a circuit. It gives us a completely different method to solve for
both the average and the instantaneous power spectral density. Previously this has always been
done using the Wiener-Khintchine theorem, which meant that it was necessary to compute ei-
ther the time-varying auto-correlation or the transfer function. In the proposed technique, we do
not explicitly determine the autocorrelation function. Instead of finding the correlation between
time samples of a single waveform to find the PSD, we use its variance and cross-correlation
with all the other state variables of the circuit. In the process, all the “cross-spectral densities”
are also obtained. This gives us an idea of the relative contributions of various portions of the
circuit to the output power spectral density.

One of the advantages of this method is that the same method can be used irrespective of

whether the noise is stationary or non-stationary. Also, it is not restricted to any particular class
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of circuits and can be used with arbitrary large signal input excitations. The numerical methods
required are the same as that used for transient analysis, so the algorithm can very easily be
integrated into a standard circuit simulator. In fact, the solution of the covariance matrix has been

incorporated in SPICE [32]. The only assumption made is that noise is treated as a perturbation.

D. Alternate derivation of the equations
The same set of equations can also be derived as follows. Equation (7) can be written as:

dX(t,w)

7 Ty (t)e (17)

An augmented state vectdf(¢) can be now be defined as:
V(t) = [Xn1(t), Tpa(t), ...xnn (1), X (¢, w)]

with the corresponding state matrix:

_ .
0
E(t) = Alt)
. 00 . e dwt 0 |
and an excitation matrix:
B(t
F(1) = (t)
0

A set of linear stochastic differential equations is obtained as:
dv(t) = E(t)v(t) + F(t)dW(t) (18)

Using the Ito formula, this set of equations can be converted to a set of ordinary differential
equations for the elements of covariance matrix, cross-spectral densities and the energy spectral

density.
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IV. STEPS INVOLVED IN THE COMPUTATION

In order to solve for the power spectral density, we have to integrate the set of equations (3),
(16), (13) and (9) to get the large signal solution, the time-varying covariance matrix, the cross
spectral densities and the energy spectral density. In the general case, for a circuit with arbitrary
large signal input excitations and non-stationary noise sources, the computed (and measured)
PSD could depend on time and the limit in equation (1) may not converge to a single value
( for a particular frequency). To get this (possibly time-dependent) average PSD, the set of
equations (3), (16), (13) and (9) have to be integrated simultaneously for each frequency. Since
equations (3) and (16) do not depend on the frequency, the computation can be split into two
parts. Equations (3) and (16) can be first integrated to get the large signal solution and covariance
matrix. This can then used in the set of equations (9) and (13), to get the PSD at different
frequencies. This method can be used for all circuits, but for certain classes of circuits, the
computation can be made more efficient as indicated below.

In most circuits that are of interest, the limit in equation (1) exists and we have a single value
for the average PSD at each frequency. However, the time-varying covariance matrix may or
may not go to a steady-state. In the case of periodically varying circuits, if the network is stable,
the steady state of the covariance matrix is either constant or periodic in nature. For this case the
following steps are used in the computation.

1) Solve the set of non-linear equations (3) to get the periodic large signal steady state solu-

tion. This is required in order to compute the time-varying Jacobian mafitixas well
as the spectral intensity of the noise sources in the circuit. All methods for noise analysis
in time-varying circuits require this step

2) Solve the set of linear time-varying equations (16) to get the steady state value of the

time-varying covariance matrix. This gives the variance at the output node and its cross-
correlation with other nodes in the circuit. The covariance matrix is periodic with the
same period as either the clock (in circuits such as switched capacitor circuits) or the input
signal( eg. translinear circuits).

3) Using the steady state Jacobian and covariance matrix, solve the set of equations (13) and

(9) to get the cross-spectral and power spectral densities. This has to be done for each

frequency.
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It is clear that for periodically varying circuits, only steady state solutions need to be computed.
This can be done very efficiently as indicated in [42].

In the case of oscillators, the large signal solution is periodic, but the envelop of the variance
increases linearly with time [29]. In this case, the set of equations (3) can be solved seperately
to get the large signal steady state solution. This is used to compute the time-varying Jacobian

matrix. The set of equations (9), (13) and (16) are then integrated simultaneously to get the PSD.

A. Numerical methods used

A prototype code for this algorithm was written in Python, which is a scripting language.
The integrations were done using the trapezoidal rule, which is A-stable and locally third order
accurate. Time steps were determined using the estimated local truncation error (obtained using
divided differences). For the results shown in this paper, the integration was carried out until
change in the PSD over a given period (specified in terms of the number of clock cycles or large
signal input period or timesteps) was less than 0.1dB. Some amount of experimentation was
required to find this period. It varied from 2-5 clock periods in SC circuits and about 2 periods
of the large signal input for externally linear circuits. Convergence behaviour for the oscillator
is slightly different and is discussed in the section on phase noise. Zero initial conditions were
used. However, the final steady state value of the PSD was found to be independent of the initial
conditions. Figure 1 shows the variation of the output PSRk H = as a function of time in a

switched capacitor low pass filter.

V. RESULTS
A. Switched capacitor circuits

In this section, the algorithm proposed in this paper has been used to find the PSD of three
switched capacitor circuits - a switched RC circuit, a bandpass and a lowpass filter. The circuits
are modeled as periodically varying linear circuits. In the simulations performed, simple linear
macromodels have been used for operational amplifiers and closed switches are modeled using
a constant resistance. Therefore, the noise levels in the circuit are determined by the operating
point and do not depend on the signal levels. In many of the switched capacitor circuits, the state

equations turn out to be linearly dependent due to the presence of capacitor cutsets. Therefore,
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Fig. 1. Power spectral density atbkH z as a function of time. This is obtained for a switched capacitor low pass filter. The
clock frequency was 4kHz.

the equivalent of the charge state variable form [43] of the equations is used. Charge transfer
relationships between capacitors are used to get a complete set of equations for the covariance
matrix computation. A typical equation for charge transfer relationship in a switched capacitor

circuit can be written as
C1(Vi(ta) — Vi(t1)) = Co(Val(te) — Va(ty)) + C3(Va(ta) — Va(t1)) + ... (19)

This can be easily converted to an equation relating the various cross-correlsjdrstween
nodes. For example, if

C1AV) = CoAV, (20)
we get

Kis(te) = Kia(t1) + 2(22(}(11(252) — K (t)) + 2051(K22(t2) — K (th)) (21)

i.e. sinceAV; is completely defined by V;, the change in the cross-correlation between the two

voltages can be obtained from the variance changes alone. As is the case with the differential

equations, if there are charge transfer equations in the switched capacitor circuit, there will be

(n)(n+1)
2

) equations for the time variation of the cross-correlations. These equations replace the

corresponding differential equations for the cross-correlations.
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1) Periodically switched RC circuitin order to illustrate the method, details of the equations
have been included for the simple case of the periodically switched RC circuit. For this circuit,
analytical expressions for the output power spectral density have been obtained by Rice [2].
Figure 2 shows this circuit. The switch is modeled as an ideal switch along with a noisy resistor.
The white noise source in this case is the thermal noise current source associated with the switch,

i.e. its double-sided PSD %;—T. The switching time period is T, with a duty cycle a&f

Fig. 2. Periodically switched RC circuit

The stochastic differential equation for this circuit can be written as follows,

_;i/ndt—i-\/de(t), nT <t<nT+dT (22)

CdV,(t) =
— 0, nT+dT<t<(n+1)T (23)

In equation (22),/ is the magnitude of the power spectral density of the input noise current
source,R is the resistance of the switch when closed Hndepresents the Wiener process. This
can be converted to an ordinary differential equation for the variance as described previously.

The resulting equation is

dK —2K I

o RO +027 nT <t<nT+dT (24)
dK

- =0 nT+dT<t<(n+1)T (25)

where K = E{V,V} is the variance of the noise voltage at the output. This can be easily
solved to get the steady state output noise variance. As expected, it is a constant écé“uahto
order to find the PSD, the state equation is augmented with the following equation:

av’
dt

= Vet (26)
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Using (9) and (13), the equations for the “cross-spectral density}, @nd the energy spectral
density (X"'), can be written as:
In the intervainT <t <nT +d T,

dK’ K’ ;
- Jwt
— Ro T e (27)
dK"
—— = 2[Re(K) cos(wt) + Im(K") sin(wt)] (28)
FornT+d T'<t<(n+1)T
dK’ ,
— Jwt
— = Ke (29)
dK"
— = 2[Re(K") cos(wt) + Im(K'") sin(wt)] (30)

The output power spectral density depends on the duty cycle of the clock and the ratio of the
clock period to theRC' time constant of the circuit. Figure 3 shows a comparison of the sim-
ulated results with results obtained using the analytical expressions derived by Rice. It can be

seen that they match very well.

4 T I T T T I T I T

— T/RC=40,d=0.5
- T/RC=0.01, d=0.8
- - T/RC=10, d=0.5

S(f/2KTR

0 0.5 1 15 2 25 3
wRC/d

Fig. 3. Comparison of simulated results with the analytical results obtained by Rice[2]. The discrete points are obtained using
the analytical expression and the continuous curve represents the simulated fessilise time period of the cloclkd is the
duty cycle andRC is the time constant of the circuit. The simulations were done for various combinations of the ratio of the

time period to the time constant and the duty cycle.
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The sampled data nature of the spectrum arises due (éijlé@f behaviour that occurs when
the noise voltage is held constant. It is seen from the figure that when the noise voltage remains
constant for fiveRC' time constants, the spectrum still resembles a continuous time spectrum. It
becomes “sampled data like”, when the switch remains open for twenty time constants.

2) Switched capacitor bandpass and low pass filtéfigure 4 shows a switched capacitor
bandpass filter. The output noise spectral density for this circuit has been obtained by [44] and
[12]. The clock frequency i828kH z. The switches are modeled using a nok8y) resistor
in series with an ideal switch. The input-referred white noise of the operational amplifier was
assumed to b20nV/v/Hz. The opamp was assumed to have infinite unity gain frequency. The
above values are as quoted in the literature. The output power spectral density for this filter is

shown in Figure 5. It is seen that the results match very well with previously published results.

(7] (7]
1 0434567pF _|
‘Pﬂi EF% LR

N o] Fe.

_| = =

v _([I)z_ 0.434567 pF _q:l_ o o T
) 1 1L o 20pF | 0
g Fe.

T @ ke L

0.108642 pF - -
|( —
0

.||_o

Fig. 4. Switched capacitor bandpass filter[44]

Figure 6 shows a switched capacitor low pass filter. Experimental and theoretical results were
published by Totlet al [8] for this circuit. The theoretical results obtained however, showed a
deep notch at twice the clock frequency which is not seen in the experimental data (since the
theoretical results included only the “sample and held” portion of the noise). This circuit was
simulated using the algorithm described in this paper. Two different equivalent circuits for the
operational amplifier were tried. This is shown in Figure 6. In the first case, the operational
amplifier is assumed to have an ideal source follower output. In the second, it is assumed to
be a single stage amplifier with a large output resistance (like the folded cascode amplifier),

which is often used in switched capacitor circuits. The system of equations (9), (13) and (16)
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Fig. 5. Output noise spectral density of the bandpass filter. Circles indicate published data[44].

were derived for this circuit. In addition, in the integrating phase, the following charge transfer
relationship was used to get all the cross-correlations.

C1AVy = CoAV, + C3AVs (31)

In order to compare with published data, a white noise source with a PSD of -61.5dB is con-
nected to the non-inverting input of the opamp. The value of the unity gain frequency was taken
to be 97 x 10°rad/s. Closed switches are modeled using a resistance in parallel with a noise
current source. The switch resistance is taken t8(§& The clock frequency is taken to be
4k H z. The capacitor values were taken tod@pF', 100pF and100pF. These are the values
guoted by Tottet al[8]. Figure 7 shows a comparison between published experimental data and
the simulated results.

When the source follower stage is used, the simulated results match very well with the exper-
imental data with the component values indicated above. In this case, the output noise spectrum
depends on the external resistances and capacitances and the unity gain frequency of the opamp
alone. The actual value of the capacitance used in the equivalent circuit of the opamp does
not matter. If a single stage opamp without a source follower is used, the output additionally

depends on the value of the capacitance used in the equivalent circuit of the opamp. For the
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Fig. 7. Comparison between experimental and simulated results. The circles indicate published experimental data[8]. The
solid line is the simulated curve obtained when the opamp has a source follower output. The crosses represent simulated data
for a single stage opamp with a higher open loop unity gain frequétiey< 10”rad/s) and an equivalent circuit capacitance

of 100pF.
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frequency range shown, a good match can be obtained for various combinations of the unity
gain frequency and the capacitance value used in the equivalent circuit. For the data plotted in
the figure, a unity gain frequency &f x 107rad/s and a capacitance af)0pF was used.

In the case of this low pass filter, the sampled data nature of the spectrum depends very
strongly on the noise voltage sampled ®y. This in turn depends on the resistances of the
two switchesS, and.Ss. It is seen from Figure 8, that as the resistances of these two switches
increase, the sampled data nature of the output noise spectrum reduces. This is because the
transients become slower and the sampled charge on the capacitors reduce. However, as the
resistance of5; increases, the sampled charge(nincreases and spectrum is more strongly

“sampled data like”. A similar effect occurs with an increase in the unity gain frequency of the

-20

Power Spectral density (dB)
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Fig. 8. Output noise spectrum for (a) R6=800R4=R5=8®, (b) R5=80@2, R4=R6=8® and (c) R4=80Q, R5=R6=8®.

The solid line is obtained with all three resistor values &2 80

operational amplifier, as seen from Figure 9. As the opamp bandwidth increases, the sampled
charge increases resulting in an increase in the spectral density values and also the sampled data

nature of the spectrum.
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Fig. 9. Output noise spectrum obtained for different values of the opamp unity gain frequency. €a)r x 10°rad/s. (b)

Wy, = 97 x 107rad/s (Clw, = oo.

B. Externally linear circuits

Externally linear circuits are linear as far as the signal is concerned, but are nonlinear for
noise. If we regard noise as a small perturbation, it can be modeled as an LTV system for noise
analysis and the output SNR can be obtained. Further, if the input excitation is periodic, it is
effectively an LPTV system for which the output noise spectral density can be calculated. In
this section, results of simulations using the algorithm presented in this paper is compared with
experimental and semi-analytical solutions published previously [18], [17]. Experimental results
have been obtained for class A and Seevnick’s class AB integrator [45] by Toth et al [18]. These
two circuits are shown in Figures 10 and 11. In both cases, in order to compare with published

experimental data, an external noise generator is connected to the circuit.

Fig. 10. Class A instantaneously companding circuit
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Ya 0

Fig. 11. Class AB instantaneously companding circuit

In the case of externally linear circuits, the translinear principle can be used to get the state
equations. In the case of the class A circuit, the state equation can be written as:

W —ayt) + hu(t) (32)

where
Lo,
Ccvy’ - COVy

Equation (32) can be solved to get the large signal steady state solution. Due to the signal-noise

intermodulation present in these circuits, it is not possible to use the perturbed state equation
with additive noise to get the stochastic differential equation for noise. Once again the translinear
principle has to be used. Retaining only first order noise terms, we get:

ys (VT

WdW(t) (33)

dyn(t) = —aya(t) +

Here,y,(t) is the steady state output signal afds the input PSD of the noise source. This can

be converted to an equation for the noise variance given by:

dK 21 ys2(1)
w2k I, 34
RGN (o1 VAP (34)

The noise spectral density can then be obtained using this variance. This is shown in Figure 12.
It matches well with published experimental data. The values used for the simulation were the
same as that quoted by Tathal

Seevnick’s integrator operated in the class B mode was also simulated. As shown in Figure 11,
an external noise generator is used. The inputs to the circuit are two “half wave sine” inputs.
Once again the stochastic differential equations for noise were obtained using the translinear
principle. The equations for the noise variance and cross-correlation are given as:

d I ybs<t) yas(t> yas<t)2[n
—Ku(t)=-2— Ki(t)—2 Kio(t —_
i (CVT * CVT> ull) =2 gy K+ Eps,
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Fig. 12. Output spectral density of a class A circuit. The circles indicate published experimental data[18].

d _ Ybs (t) 21 Yas (t) + Ybs (t) Yas (t)
S Ka(t) = =K () - ( vt e ) Kuolt) = Gz Konl)

d - 1 yas(t> ybs(t)
aKzz(t) = —2 <CVT + Vi ) Koa(t) — 2 A Kis(t) (35)

In the set of equations (35J,, is the PSD of the input noise source and(t) andy,,(t) are

the steady state output currents. Since the output is a differential in nature, the equations for the

noise spectrum can be derived as

= (ov + &) 10~ R0 + 0 -
df;é - (C{/T " y(%?) R = Q%S‘Z)Ki (t) + ™ (Kaa(t) — Kaa(t))
d(g” = 2[Re(K{(t)) cos(wt)+Im(K1(t)) sin(wt)]—2[Re(K5(t)) cos(wt)+Im(Kj(t)) sin(wt)]

(36)
Figure 13 shows that a good match is obtained between the simulated and published data. Table |
shows the output SNR for various input levels. As expected, it is almost constant over the entire

input range. It is about 3dB lower than published data [18]. This could be due to average output
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Output noise spectral density [ pA/sgrt(Hz) ]

0 20 40 60 80 100
Frequency [KHZ]

Fig. 13. Output power spectral density for a class B log domain filter. The circles indicate experimental data[18]. The two sets
of curves are obtained for 1@ and 10Q:A peak input.

variance being used directly for SNR computations instead of integrating the output spectral

density over a finite frequency range.

Peak input current(?A) | SNR (dB)

5 52.08
10 52.12
20 52.17
50 52.23
100 52.27
150 52.29

200 52.3

TABLE |

OuTPUT SNRFOR DIFFERENT VALUES OF THE INPUTS

Mulder et al [17] have obtained semi-analytical expressions for the noise spectral density and
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output SNR of the Seevnick low pass filter including device noise. In this case, the noise sources

are cyclostationary and there is signal-noise intermodulation. They have used averaged values

of signals to compute noise intensity. In order to compare with published results, only shot noise

due to the collector current has been considered in the simulations. Noise sources are assumed

to be cyclostationary. The translinear principle gives the following set of equations:

CVr dy,
Yo di

CVr dy,

b dr Ut 1(Yas) + 1(2)) (s + 12(s)) (37)

n(x) = v/ qe(t)s

(ta +12(ua)) (Lo +n(Lo)) = (I +

+yp + 1(Yps) + 12(2a)) (Yo + 12(Yas))

(up +n(up)) (Lo +1(lo)) = (I +

where

In the set of equations (37),

Yo = yas(t) + yan(t)
Yo = Ybs (t) + ybn(t)

and¢; is a stationary white noise source with unity double sided power spectral density. The
noise that is created in the output transistor due to sampled noise on capagitoy &ndy,,(t)

) is seperated from the shot noise of the output transistdy(;) andn(y,s) ). The shot noise

due to the output transistor will essentially add to the noise that is obtained by solving the above
equations.u, andu, are the inputs and are assumed to be the output of a current splitter. The

circuit operates in the class AB mode, with andu, given by:

1
Ugp = 3 (\/m + um> (38)

where

Ui = ml, sin(wt)

Including only first order noise terms, the stochastic differential equations for noise can be

written as:

dyan(t) = — ( C]“’/T + %g) Yan(t)dt — y(l}‘(/i) Yo ()t + C@T B, (t)dW, (1)

_ [o ybs(t> _ yas(t) \/a
dybn(t) - (CVT + CVT ) ybn(t)dt CVT yan(t>dt + CVT B2(t)dw2(t> (39)
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where
Bi(t) = [Ly/ualt) walVIo vy a0 2000

Ba(t) = |L/w(®) wVTo @20 30V ruslt) 00y/30s(0)

The shot noise current sources in different devices are uncorrelated, and are modulated by var-
ious signals in the circuit. However, there is a correlation between the noise currents in the
two output transistors. This is due to the noise created in the output transistors by the sampled
noise in the two capacitors (i, (t) sampled by the capacitor addsyg,(¢) and vice-versa).

Figure 14 shows a comparison of the SNR obtained and values published by Mulder et al [17].
For largem values, the results match very well. For lewwvalues, results match to withifi 5.

This is possibly because Muldet al. use time averaged noise sources, whereas cyclostationary

sources are used in our simulations. The output noise spectral density is shown in Figure 15.

70 T T TTTTT \\\\\H' \\\\\H' T T TTTTT

60

w B a
o o o

Output SNR (dB)

N
o

o0~ —

ol ol Ll L1l

0.01 0.1 1 10 100
m

Fig. 14. Output SNR for Seevnick’s class AB low pass filteris the scaling factor for the input signal.Circles indicate data
published in [17]

The values of the currents and capacitorsigre= 0.1 A, I, = 1pA, m = 10 andC = 10pF..

For these values, the bandwidth of the low pass filter is abtiit H -.
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Fig. 15. Output noise spectral density for a class AB low pass filter due to shot noise in the bipolar junction transistors.

C. Phase noise in oscillators

In both SC and externally linear circuits, the covariance matrix is periodic. In oscillators,
however, the envelop of the variance and cross-correlations increase with time. But the output
spectrum itself is a stationary Lorentzian spectrum about each harmonic [29]. In order to under-
stand this system better, a linear model of a ring oscillator, without any amplitude control was
first considered. This is shown in Figure 16.

Using the method proposed in this paper, it is possible to get analytical expressions for the

output spectrum (since the state matrix is constant). The oscillator is a 3-stage ring oscillator

Fig. 16. Linear model of a ring oscillator
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that oscillates when its loop gain becomes equal to one. This occurs,fBr= 2 andw, = R—Vg.
The eigenvalues of the state matrix aﬁf%/g and‘—3 This implies that the eigenvalues that de-
termine the noise covariance afé% =5, 0and+ =223 3i]f i.e. besides exponentially decaying
solutions, it has oscillatory solutions at twice the frequency and a solution that increases linearly
with time. Using the eigenvalues and eigenvectors, the solutions for the variance at the three
nodes and the cross-correlations can be obtained. Zero initial conditions are assumed. Only
thermal noise due to resistors is considered.

It turns out that all three nodes have the same variance. This is as expected [29]. The three

cross-correlations are also equal to each other. The variance (V) and the cross-correlations (K)

are given by:
R? R?
1— — W, |t
= 35y30 0 6R0)+l9°"° ]
2 " 2
= iwoln(l — e%) - iwg_fn t (40)
3613 18

wherel,, = %. The variance increases linearly with time and the cross-correlations decrease
linearly with time at half the rate at which the variance increases.

An analytical expression for the power spectral density can be obtained using the eigenvalues
and eigenvectors of the state matrix. Ignoring exponentially decaying terms, the power spectral

density is obtained as:

psp= 4 1 237(“’2 %) im {23 (W2 o) sin((w = w")t))} (41)

RC w? + 3w? (W2 —wy2)?  tox (W2 — wp2)? (W —wo)t
where
R? R?
A= ——w,1,, B = —MZI
36/3 9

In the limit, the third term tends to zero. For frequencies closetothe power spectral
density can be approximated to:
B

Here Aw represents the offset from the oscillation frequency. Equation (42) is the same as
the expression obtained earlier by Razavi [21] for additive noise in a linear oscillator, close to
the frequency of oscillation. This is expected, since the oscillator is modeled as a linear time-

invariant (though unstable) system. In fact, if the first term in the expression for the PSD is set
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to zero and the singularity is shifted from to zero, we get the power spectral density of an
ideal integrator with white noise input.

Equation (41) also gives some insight into the convergence behaviour of the power spectral
density. Itis governed by the rate at which the third term in the expression for the power spectral
density approaches zero. Clearly, as the frequency of measurement approaches the frequency of
oscillation, it takes much longer for the power spectral density to approach a steady state value.

A three stage ring oscillator shown in Figure 17 was then simulated. Once again, only the
thermal noise due to the resistors was considered. The state equations used for this oscillator
1 § % 1

.

Fig. 17. Three stage ring oscillator - block diagram and the delay cell.

were assumed to be the following.:

N itcmh Ys

dt  2RC 2C 2V

Vs _ B itanh Vi

dt  2RC 20 20V

dVs V3 I Va

2= — —tanh 43
it~ 2rC 20" <2nVT> (43)

The values used for the simulation aRe= 2kQ, C = 1pF, I, = 107%A, Vp = % and
n = 1. For these values, the frequency of oscillatiortist M Hz. The perturbed equations
were used to find the noise variance and the cross-correlations. As expected, it is an oscillatory
waveform with a linearly increasing envelop [29].

The power spectral density was simulated using the algorithm proposed in this paper. Fig-

ure 18 shows the single sideband phase noise spectrdfdnH z. The results are compared
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with the data obtained using the analytical formula derived by Detwal [29]. They show that

the single sideband spectrum can be written as:
foc

IR

wheref,, is the frequency offset from the oscillation frequenfgy The parameter is defined

L(fm) = 10loglO ( > y 0 S fm << fo (44)

as:
c= B/S?

whereB is the slope of the variance curve afids the derivative of the large signal solution at
the zero-crossings. The data in the figure was computed using the valBes and f, obtained

from the variance and large signal simulations. The results match to wifliin/ H -.

1T HH‘ T \\\HH‘ T \\\HH‘ T \\\HH‘ T \HHH‘ T T TTTTT

50 _

-100 —

-150 —

Single-Sideband Phase Noise Spectrum (dBc)

| \\H\Hx | \\H\Hx | \\H\Hx | \\\HHX | \HHHX L1 1111l
-20
%OO 1000 10000 let05 1le+06 le+07 let+08
Frequency (Hz)

Fig. 18. Single-Sideband phase noise spectrum of the oscillator. The circles indicate data obtained using an analytical formula
derived by Demiret al[29].

Clearly, this method can be used to get the noise spectrum of the oscillator. Both stationary
and cyclostationary noise sources can be used. Unlike some previous methods [28], [31], we
do not need to do an orthogonal decomposition for amplitude and phase noise. Both are taken
care of simultaneously. However, it has some limitations. As the frequency of “measurement”
approaches the oscillator frequency, the time required for convergence increases as indicated

by equation (41). In this particular case, computation of the spectrum withif/ > of the
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frequency of oscillation proved to be difficult. The convergence behaviour is similar to that of
the linear oscillator and it takes a very long time to reach steady state. Also, for these frequencies,

the perturbation model can no longer be used and non-linearities have to be taken into account.

VI. CONCLUSIONS

A new time-domain technique to get the average power spectral density of noise is proposed.
The thrust of this study was to look at the possiblity of using the algorithm in a variety of circuits.
To validate the method, it has been used to simulate the noise spectral density in switched capac-
itor circuits, externally linear circuits and in oscillators. The results match well with published
experimental/analytic data. Simple macromodels were used. However, to get a more accurate
noise response, better device models anf noise sources need to be included. Also, more
efficient numerical methods can be used to speed up the code. This is currently being studied.

Since it is based on stochastic differential equations, it has all the advantages and disadvan-
tages of the method. Its principal advantage is that it can be used for any circuit that can be
analyzed using the transient analysis routine of the circuit simulator, even those in which the
noise is non-stationary. Both the variance and the PSD of noise can be obtained. It can be also
very easily integrated into a standard circuit simulator. Since the spectrum is obtained based on
time-varying cross-correlations, the relative contribution of various portions of the circuit to the
output noise spectrum can be obtained. However, computationally it is restricted to relatively
small blocks, mainly because for & node circuit,w equations have to be solved to get
the time-varying covariance matrix. Alsb/f can only be included if appropriate filtering net-
works are used [32], [35]. However, it is not clear how efficient this is, since it adds to the
equations already present. It is clear that the method can be used very effectively if the noise

simulation is done in a hierarchical fashion, building good macromodels at each stage.
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