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Abstract—Negative bias temperature instability along with
the presence of process variations has resulted in time-varying
path criticalities. To ensure reliable circuit operation, aging
sensors are used at the end of potential critical paths (PCPs)
for delay monitoring. Optimization of the number of delay
sensors requires accurate computational models for prediction
of criticality and selection of PCPs. We identify a path as a
PCP if its maximum global criticality over the lifetime exceeds
a certain threshold. However, the global criticality of a path
could vary non-monotonically over the lifetime of the device.
In this paper, we propose a framework for time-varying SSTA,
wherein the circuit delay is obtained as a collection of time-
varying canonicals with break points in time which define the
end of validity of one and the start of the next canonical. We show
that the global criticality of any path will be maximum either at
t = 0 or at these break points. Hence, criticality computation and
PCP selection needs to be done only at these time points, which
typically is less than four. The time-varying SSTA is integrated
with a previously proposed criticality computation technique to
identify the PCPs and the results are validated against Monte
Carlo simulations.

Index Terms—Aging, NBTI, statistical timing, path criticality,
potential critical path

I. INTRODUCTION

W ITH technology scaling, circuit aging has become a
major reliability concern in digital integrated circuits.

Aging effects cause transistor parameters to degrade over
time, significantly affecting the circuit performance. One of
the dominant aging effects is Negative Bias Temperature
Instability (NBTI). NBTI degrades threshold voltage of PMOS
transistors in inversion region, leading to a progressive increase
in circuit delay. Consequently, a circuit that meets timing at
testing phase may fail beyond a certain operation time, thus
limiting the lifetime of the device. In the presence of pro-
cess variations, the gate delay distributions change over time
depending on the stress factors. This can result in different
paths becoming critical not just in different dies, but also at
different time points, leading to a time varying path criticality.
Any path that can become critical during the expected lifetime
of the circuit is referred to as a ‘potential critical path’ (PCP).

The traditional method to deal with circuit aging is guard-
banding. However, this is highly pessimistic as it assumes
worst case stress conditions for all the gates and results in
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significant performance loss. Recently, aging sensors have
been proposed for on-line circuit delay prediction in the post-
silicon phase [1], [2]. The aging sensors are typically placed at
the end of PCPs for delay tracking. Adaptive techniques like
frequency scaling, voltage scaling and adaptive body bias are
then employed to mitigate the effects of aging [3]. Owing to
the overhead associated with insertion of aging sensors, it is
infeasible to track the delay of a large number of paths. Also,
missing a PCP could result in circuit failure. Therefore, it is
essential to have a path selection technique that identifies the
optimal set of PCPs necessary for circuit delay tracking.

Several methods have been proposed for the selection of
PCPs under NBTI for delay monitoring. The first category
of techniques follow a two step procedure. The first step is
generation of an initial path set. The potential critical paths are
then selected from this initial set using certain path selection
criteria. In [4]–[6], both these steps are performed based on
STA. The technique proposed in [4] performs a traditional
STA at t = 0 and enumerates all paths with worst case
delay (assuming 20% degradation) greater than the delay of
the longest critical path (LCP). A path from this initial set
is identified as critical if its aged delay, obtained using an
NBTI aware timing library, exceeds the fresh delay of LCP
with a timing margin. The method proposed in [5] is similar
to that of [4], with the difference that the path delays are
compared with respect to a clock period rather than delay of
LCP obtained from STA. The approach proposed in [6] is
based on timing graph reduction and does not have a separate
path filtering step. An edge in the graph is removed if all the
paths passing through it is non-critical even under worst case
aging conditions. All the paths passing through the remaining
edges are then chosen for testing under aging.

The techniques proposed in [7]–[9] use the results from STA
for the generation of initial path set. However, the selection of
PCPs is done incorporating the effect of process variations. In
[7], the mean and standard deviation of fresh (without aging)
and aged delays are obtained for each path in the initial set.
A path is chosen as a PCP if the probability that its aged
delay distribution is greater than the fresh delay distribution
of longest critical path (LCP) from STA exceeds a certain
threshold. The authors in [8], [9] claim that the local criticality
of any path will be maximum at the end points, at t = 0 or
at the end of lifetime. For every pair of paths pi and pj in
the initial set, the local criticality of pi with respect to pj is
computed at the end points and pi is removed if the maximum
criticality is below the threshold. However, this is obvious only
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if the variation in standard deviation with time is negligible.
Another potential critical path selection technique incorpo-

rating process variations and based on graph reduction was
proposed in [10]. Initially, all edges with low probability
of being a part of any potential critical path are removed.
The remaining paths in the reduced timing graph are then
enumerated. A path in this set is selected as a PCP if the
probability that its maximal aged delay distribution is greater
than the minimal aged delay distribution of longest path from
STA exceeds a given threshold. However, identification of the
edges to be pruned is not simple if there are large number of
uncorrelated paths with similar delays.

All these techniques require an initial path set and it is
not clear how many paths should be selected. To ensure
that no critical paths are missed, large number of paths
should be enumerated which is time-consuming. Moreover,
PCP selection using STA will result in large number of highly
correlated paths so that monitoring any one of these paths is
sufficient for delay tracking. Even though the path selection
using local criticality takes into account the correlations, the
local criticality is a good approximation only if the number of
paths in the initial set is large. The accurate measure for path
criticality is its global criticality [11]. Therefore, an alternative
technique for potential critical path selection is to perform
block based SSTA at several time instants over the lifetime
of the circuit using aged device models [12]–[14]. For path
selection, this is followed by criticality computation at these
time points. However, the global criticality of paths could vary
non-monotonically over the lifetime of the device. This makes
it difficult to figure out the time instants at which path selection
and criticality computations should be performed. Moreover,
existing statistical aged gate delay models have some limita-
tions which are explained in more detail in Section II. In this
paper, we address these issues. The main contributions of our
paper can be summarized as follows.

1) We derive a simple time-varying canonical delay model
that considers the correlation between process variations
and NBTI. It also includes the intrinsic charge fluctua-
tions, which are independent of process variations.

2) We develop a time-varying SSTA framework to evaluate
circuit delay as a collection of time-varying canonicals,
with break points in time. A break point defines the time
of switching from one canonical model to the other.

3) We show that the global criticality of any path will
be maximum either at t = 0 or at the break points
in the circuit delay distribution. Therefore, criticality
computation needs to be done only at these time points.

4) We make use of the hierarchical partitioning technique
proposed in [15] at these time points to identify the PCPs
with global criticality above a specified threshold.

The rest of this paper is organized as follows. In section
II, we develop a time-varying canonical model for the repre-
sentation of gate delays under NBTI. Section III discusses the
proposed technique for time-varying SSTA and the implemen-
tation details. In Section IV, we derive the properties of time-
varying path criticality. The proposed algorithm for potential
critical path selection is discussed in Section V. Section VI

contains a description of the overall framework. Section VII
presents the results and Section VIII concludes the paper.

II. TIME-VARYING CANONICAL DELAY MODEL

A. Threshold voltage degradation

The threshold voltage degradation due to NBTI at high
frequencies is modelled as [16],

Vth,nbti(t) = Anbti(Vth(t = 0))αn
s t

n (1)

where αs equals α/(1− α), α is the stress factor indicating
the fraction of time the transistor is under stress and n = 1/6.
The coefficient Anbti depends on the operating conditions and
initial threshold voltage at time t = 0 where,

Vth(t = 0) = Vth0 + Vth,PV (2)

Here, Vth0 is the nominal threshold voltage and Vth,PV =
N (0, σ2

Vth,PV
) is a zero mean random variable representing

the process variations in threshold voltage. The dependence
of Anbti on process variations is modelled as [17],

Anbti(Vth(t = 0)) = A0(1 + SAVth,PV ) (3)

where A0 = Anbti(Vth0) and SA indicates the sensitivity
of Anbti to Vth variations normalized with respect to A0.
Clearly, the two random variables, Vth,nbti(t) and Vth,PV , are
correlated.

In addition to this, there is an independent intrinsic com-
ponent within NBTI due to the random charge fluctuations
of the generated interface traps. The variance of the intrinsic
component is modelled as [18],

σ2
int = Kµ{Vth,nbti(t)} (4)

where µ{Vth,nbti(t)} is the mean of threshold voltage degra-
dation, K = qtox/(εoxAG) and AG is the transistor area.

The statistical aged gate delay models in [12], [17], [19]
considered the correlations between process variations and
NBTI, but neglected the variations due to the intrinsic charge
fluctuations. The models proposed in [13], [18] and [20] in-
cluded the random charge fluctuations within NBTI. However,
the threshold voltage degradation was modelled as a function
of the nominal threshold voltage. The method proposed in
[21] used Monte Carlo based transistor simulations to study
the effect of process variations on aging and hence, is not
suited for the analysis of large circuits. The approach in
[14] considered run time voltage and temperature variations
and modelled BTI as a log normal distribution. Although
comprehensive, it is not in the standard SSTA format since the
gate delay was modelled as a mix of normal and log normal
distributions.

Considering this, we first derive a simple time-varying
model for threshold voltage that takes into account the correla-
tion with process variations as well as the intrinsic fluctuations
within NBTI and can very easily be incorporated into the
canonical delay model used in SSTA. Using iterated expec-
tations and law of total variance, the mean and variance of
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threshold voltage degradation due to NBTI is computed as
follows.

µ{Vth,nbti(t)} = EVth,PV
{E{Vth,nbti(t)|Vth,PV }}

= A0α
n
s t

n (5)

σ2{Vth,nbti(t)} = VarVth,PV
{E{Vth,nbti(t)|Vth,PV }}+

EVth,PV
{Var{Vth,nbti(t)|Vth,PV }}

= (A0SAα
n
s t

n)2σ2
Vth,PV

+KA0α
n
s t

n (6)

Let ∆Vth(t) denote the overall deviation in threshold voltage
from the nominal value. Hence,

µ{∆Vth(t)} = E{Vth,PV + Vth,nbti(t)} = A0α
n
s t

n (7)

Since Vth,PV and Vth,nbti(t) are correlated, the variance of
∆Vth(t) can be derived as follows.

σ2{∆Vth(t)} = σ2
Vth,PV

+ σ2
Vth,nbti(t)

+ 2Cov{Vth,PV Vth,nbti}
= (1 +A0SAα

n
s t

n)2σ2
Vth,PV

+KA0α
n
s t

n (8)

where Cov{Vth,PV Vth,nbti} is the covariance between process
variations and NBTI induced threshold voltage degradation.

In the canonical delay model used in statistical timing
analysis, Vth,PV is expressed in terms of principal components
for modelling the spatial correlations. Therefore, we model
∆Vth(t) in terms of the principal components (Xi) as,

∆Vth(t) = A0α
n
s t

n+(1+A0SAα
n
s t

n)

N∑
i=1

SX,iXi+Sintt
n
2Rint

(9)
where Sint =

√
KA0αn

s and Rint is an independent compo-
nent that models the random charge fluctuations in NBTI.

As indicated by (1), the threshold voltage degradation due
to NBTI is proportional to coefficient Anbti which in turn
depends on the operating conditions. Since a higher supply
voltage and temperature result in higher rate of Vth degrada-
tion [22], a worst case operating condition of (Vdd = 1.32V ,
T = 1250C) and (Vdd = 1.1V , T = 1250C) for 90nm and
45nm technology respectively is considered for our analysis.

The threshold voltage degradation under NBTI also depends
on the stress factor (α) and hence is different for different
workload conditions at the primary inputs. In this work, we
ignore any variations in input workload with time. As the
input workload is unknown, a static probability (SP ) of 0.5
is assumed at the primary inputs. Our simulation results show
that the circuit delay degradation under various input static
probability conditions is typically within 5% of the SP = 0.5
assumption. The static probabilities as well as the pairwise
signal correlations at the gate inputs are calculated from
the Value Change Dump (VCD) file after performing logic
simulation. The stress factors are then computed using the
technique proposed in [23].

B. Gate delay model

Ideally, for an n-input gate, the delay degradation of any
input-output arc depends on the threshold voltage degradation
of all the PMOS transistors. But, similar to the existing
statistical timing analysis techniques under NBTI [14], [17],

we assume that the delay degradation of arc (xi, y) depends
only on the threshold voltage degradation of transistor Mi

connected to xi. Using first order Taylor series expansion of
alpha power law model, the dependence of gate delay on time-
varying Vth variations is modelled as [17],

d(t) = µd0 + SV ∆Vth(t) (10)

where µd0 is the nominal delay and SV is the sensitivity of
gate delay to changes in threshold voltage. Therefore, the time-
varying canonical delay model can be obtained from (9) as,

d(t) = µd0 + dtt
n +

N∑
i=1

(SdX,i0
+ dX,it

n)Xi

+

M∑
j=1

(SdR,j0
+ dR,jt

n)Rj + dR,intt
n
2Rint (11)

Here, µd0 denotes the nominal gate delay at t = 0. SdX,i0

and SdR,j0
denote the sensitivities associated with process

variations (Xi) and random components (Rj) at t = 0. dt,
dX,i and dR,j denote the sensitivities associated with time
dependence which in turn depend on the parameters SV , SA,
A0 and α. dR,intt

n
2 denotes the sensitivity associated with the

intrinsic component Rint. In comparison with the extended
canonical form defined in [24], there are two main differences
namely, (a) the mean and sensitivities are functions of time and
are of the form x0 + xtt

n (b) there is an additional random
component (Rint) representing the intrinsic fluctuations in
NBTI. Note that only rise delays degrade due to NBTI and
falling gate delays are independent of time.

III. TIME-VARYING SSTA

A block based time-varying SSTA (TV-SSTA) is used to
find arrival time at each node as a function of time. The
following subsections describe SUM and MAX operations on
delays expressed in the time-varying canonical format.

A. SUM Operation

For inputs A and B in the time-varying canonical form,
we want to represent C = SUM(A,B) also in the same
format. Since SUM is a linear operator, the mean and prin-
cipal and random component sensitivities at the output can
be obtained by adding the corresponding input sensitivities.
The intrinsic component sensitivity is given by, cR,intt

n
2 =(√

a2R,int + b2R,int

)
t
n
2 .

B. MAX Operation

Given inputs A and B in time-varying canonical form,
the aim is to find C = MAX(A,B) also in the time-
varying canonical format. In [25], Clark proposed an analytical
model for the mean and variance (µc, σ

2
c ) of maximum of two

normally distributed random variables. In this subsection, we
extend it to include the time-varying means and sensitivities.

For a timing quantity A expressed in the time-varying
canonical model, the time variation of mean and sensitivities
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are as in (11). Using these, we obtain the time-varying variance
as,

σ2
a(t) =

N∑
i=1

(SaX,i0
+ aX,it

n)2 +

M∑
j=1

(SaR,j0
+ aR,jt

n)2

+ a2R,intt
n

= σ2
a0 + ∆σ2

a(t) (12)

Here, σ2
a0 represents the variance of A at t = 0. ∆σ2

a(t)
denotes the deviation in variance of A from the initial value at
t = 0 and consists of first order and second order terms. From
(9), (10) and (11), the ratio of magnitude of second order to
first order term is of the order of 10−3tn which is negligible
over the lifetime of the device. Therefore, we approximate
∆σ2

a(t) as,

∆σ2
a(t) = σ2

at
tn where,

σ2
at

=

N∑
i=1

2SaX,i0
aX,i +

M∑
j=1

2SaR,j0
aR,j + a2R,int (13)

The tightness probability between two timing quantities A and
B is defined as Φ(β) which is the CDF of standard normal
distribution [25]. With aging, β is a function of time given by,

β(t) =
µa(t)− µb(t)

θ(t)
(14)

where θ(t) =
√
σ2
a(t) + σ2

b (t)− 2ρ(t)σa(t)σb(t) (15)

The correlation coefficient ρ(t) captures the topological and
spatial correlations between A and B at time instant t. We
ignore the marginal changes in correlations between the gates
due to differential stress and assume ρ to be independent of
time. However, the mean and variance of A and B are functions
of time thereby making β and Φ(β) also time-varying.

The mean and sensitivities at the output of MAX operation
depend on tightness probability, which is strongly non-linear
as it approaches 0 or 1. Therefore, we divide the tightness
probability into four regions as shown in Fig. 1. Within each
region, we can find a time-varying canonical representation for
the output. In region (1), Φ(β) ≈ 0 and hence, MAX(A,B)
can be approximated as B. Similarly, in region (4), Φ(β) ≈ 1
and MAX(A,B) approximately equals A. In these two cases,
the result of the MAX operation is in the canonical form.

If β lies within region (2) or (3), the output canonical is
evaluated using a first order Taylor series expansion. This is a
good approximation since the variation in mean and standard
deviation over the lifetime is typically small, less than 15%
and 5% respectively. Assume β varies from βi to βj within a
region in a time interval [ti, tj]. The evaluation of time-varying
mean and sensitivities of the output canonical is discussed in
the subsequent subsections.

1) Mean as a function of time (µc(t) = µc(ti) + ∆µc(t)):
By Clark’s approximation [25], the mean delay at the output
of MAX operation at t = ti is given by,

µc(ti) = µa(ti)Φ(βi) + µb(ti)Φ(−βi) + θiφ(βi) (16)

where θi = θ(ti). The deviation in mean from the initial value
at ti is ∆µc(t) = ct(t

n − tni ). Assuming small deviations, ct

(1) (2) (3) (4)

βl
βm

βh−4 −2 0 2 4
0

0.2

0.4

0.6

0.8

1

β

Φ
(β

)

Fig. 1: The four regions in tightness probability domain
determined by βl, βm and βh

is computed using first order Taylor series expansion of µc(ti)
with respect to the means and variances and is given by,

ct = Φ(βi)at + Φ(−βi)bt (17)

+
φ(βi)

2θi

((
1− ρσbi

σai

)
σ2
at

+
(
1− ρσai

σbi

)
σ2
bt

)
where σai and σbi denote the standard deviations of A and B
at t = ti respectively.

2) Principal component sensitivity as function of time
(ScX,i

(t) = ScX,i
(ti)+∆ScX,i

(t)): The sensitivity to principal
component at t = ti is given by [26],

ScX,i
(ti) = SaX,i

(ti)Φ(βi) + SbX,i
(ti)Φ(−βi) (18)

As before, the deviation in principal component sensitivity
from the initial value at t = ti (∆ScX,i

(t) = cX,i(t
n − tni ))

is computed using first order Taylor series expansion. The
variation of β(t) within the time interval is approximated as,

β(t) ≈ βi + βt(t
n − tni ) (19)

where, βt =
at − bt
θi

+ (20)

(µb(ti)− µa(ti))

2θ3i

(
(1− ρσbi

σai
)σ2

at
+ (1− ρσai

σbi
)σ2

bt

)
As a result, cX,i is given by,

cX,i = Φ(βi)aX,i + Φ(−βi)bX,i + (SaX,i
(ti)− SbX,i

(ti))φ(βi)βt

(21)

The sensitivity coefficient associated with random component
is derived similarly.

3) Sensitivity of intrinsic component cR,intt
n
2 : Given the

sensitivities of A and B, the sensitivity associated with the
intrinsic component in C is calculated as follows.

cR,intt
n
2 = t

n
2

√
[aR,intΦ(β(t))]2 + [bR,intΦ(−β(t))]2 (22)

Since we wish to express the output of MAX operation in
time-varying canonical form, we approximate cR,int as,

cR,int ≈
√

(aR,intΦ(βi))2 + (bR,intΦ(−βi))2 (23)

Therefore, each time-varying quantity is represented in the
form x(t) = x(ti)+xt(t

n−tni ) which is in accordance with the
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canonical model defined in (11). If β increases/decreases over
time and crosses over to the next region, then there is a switch
from one canonical model to the other and the corresponding
break point in time is evaluated using (19). Thus, the output
of MAX operator is stored as a collection of time-varying
canonicals with different canonicals being valid over different
time intervals.

C. Implementation

Let the inputs to MAX operation be Ac and Bc where
Ac and Bc are a collection of time-varying canonicals with
arbitrary number of break points and defined over the lifetime
(tlife). Let tA1, tA2, · · · tlife be the break points in Ac and
tB1, tB2, · · · tlife be the break points in Bc. In the first step,
the break points in Ac and Bc together are sorted in the
increasing order to find the break points in the output of MAX
operation. The input canonicals associated with each of these
time intervals are also identified. For a given time interval
[ti, tj] with input canonicals Ai and Bi, the identification of
break points within this interval and the evaluation of MAX
is outlined in Algorithm 1.

We start with defining βl, βm and βh, the points which
determine the four regions in Φ(β) curve. βm is fixed at zero
and βl and βh correspond to the points where Φ(β) is 0.01 and
0.99 respectively [Step 1]. The next step is to identify if there
is any switching of regions during the time interval [ti, tj] over
which the inputs are defined. The values of βl, βm and βh are
compared against βi and βj to check if there is any switching
of regions. If so, the time at which switching of regions occur
is evaluated and this is added to the list of break points. The
list of break points is then sorted in ascending order and time
tj is added as the last break point [Steps 2-13].

Once the break points are obtained, we evaluate the output
canonical in each of the identified time intervals [Steps 14-30].
This is done as discussed in the previous section. If β ≤ βl
in the time interval under consideration, the output canonical
is the same as input Bi. Similarly, if β ≥ βh in the time
interval, the output canonical equals Ai. If βl < β ≤ βm or
βm < β < βh in the time interval, the output canonical is
computed using the formulas derived in sections (III-B1) to
(III-B3).

To keep a limit on the number of break points, a check
is performed after every MAX operation to see if any of the
neighbouring canonicals can be merged without introducing
significant error. Let X and Y be two neighbouring canonicals
with time intervals [t1, t2] and [t2, t3] respectively. The two
canonicals are merged to obtain canonical X valid over time
interval [t1, t3] if the error in mean and standard deviation at
t3 introduced in this approximation is within 1%.

IV. TIME-VARYING PATH CRITICALITY

The global criticality (Qp) of path p is defined as the prob-
ability that delay of the path (Dp) exceeds the complementary
path delay (CDp) [15]. With aging, all the gate delays vary
with time, thereby making the path delay and complementary

Algorithm 1: Maximum of two time-varying canonicals
Input : Ai and Bi

Output: Ci = MAX(Ai, Bi)
1: βl ← −2.33, βm ← 0 and βh ← 2.33
2: βi ← β(t = ti)
3: Find βt using (20)
4: βj ← βi + βt(t

n
j − tni )

5: Initialise βbrk = [βl, βm, βh]; tbrk = [ ]
6: for βb ∈ βbrk do
7: if βi < βb < βj then
8: Solve βb = βi + βt(t

n
b − tni ) to find tb

9: Add tb to tbrk
10: end if
11: end for
12: Sort tbrk in ascending order
13: Add tj to tbrk
14: k ← 0
15: Initialise Ci =[ ]
16: while k < len(tbrk) do
17: if k == 0 then
18: Time interval, TI = [ti,tbrk[k]]
19: else
20: Time interval, TI = [tbrk[k − 1], tbrk[k]]
21: end if
22: if β ≤ βl in TI then
23: Add Bi to Ci
24: else if β ≥ βh in TI then
25: Add Ai to Ci
26: else
27: Evaluate output canonical using formulas derived in

Sections (III-B1) to (III-B3) and add to Ci
28: end if
29: k+ = 1
30: end while
31: return Ci

path delay also time-varying. Thus the global criticality of a
path under aging is a function of time that is given by,

Qp(t) = P (Dp(t) > CDp(t)) (24)

where Dp(t) and CDp(t) are Gaussian random variables with
time-varying means and variances. A path p in the circuit
is treated as a potential critical path if its maximum global
criticality over the lifetime exceeds a threshold, i.e.

max
0≤t≤tlife

{
Qp(t)

}
≥ γ (25)

where tlife is the expected lifetime and γ is the criticality
threshold. This requires the evaluation of maximum global
criticality of a path over the lifetime of the circuit. However,
the global path criticality can vary non-monotonically over
time as indicated in Fig. 2. These criticality values are obtained
using Monte Carlo simulations from 0 to 10 years in steps of
one year.

It is infeasible to compute the criticality at each time
instant within the lifetime for determining whether the path is
potentially critical or not. We derive the following properties
of time-varying path criticalities under aging to overcome this
problem.
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Fig. 2: Non-monotonic time-varying path criticalities of some
paths in b04 and b05 circuits obtained using Monte Carlo
simulations in 90 nm technology.

Property 1. If Dp(t) = N (µDp(t), σ2
Dp

(t)) and CDp(t) =

N (µCDp
(t), σ2

CDp
(t)) denote the time-varying path delay and

complementary path delay respectively, then the time-varying
global path criticality is given by Φ(β(t)) where

β(t) =
µDp

(t)− µCDp
(t)√

σ2
Dp

(t) + σ2
CDp

(t)− 2ρ(t)σDp(t)σCDp(t)
(26)

and ρ(t) is the correlation coefficient between path delay and
complementary delay at time t.

Proof. The time-varying global path criticality is given by,

Qp(t) = P (Dp(t) > CDp(t)) (27)

Based on the delay model given by (11), Dp(t) and CDp(t)
are jointly Gaussian random variables with time-varying
means, variances and correlation coefficient. Let D(t) denote
the delay difference random variable Dp(t)−CDp(t). There-
fore, at any given time t,

Qp(t) = P (D(t) > 0) = Φ
(µd(t)

σd(t)

)
= Φ(β(t)) (28)

where,
µd(t) = µDp

(t)− µCDp
(t) and (29)

σd(t) =
√
σ2
Dp

(t) + σ2
CDp

(t)− 2ρ(t)σDp(t)σCDp(t)

(30)

Property 2. If Ai(t) and Bi(t) are two time-varying canoni-
cals valid over the time interval [ti, tj] with β as in (19), then
criticality of Ai with respect to Bi will be maximum either at
ti or tj .

Proof. Let QAiBi
(t) denote the criticality of Ai with respect

to Bi at any time instant t ∈ [ti, tj ]. We have to show that,

max
ti≤t≤tj

{QAiBi
(t)} = max{QAiBi

(ti), QAiBi
(tj)} (31)

Given that Ai(t) and Bi(t) are represented in the time-varying
canonical form with β(t) as in (19).

If βt ≥ 0, max
ti≤t≤tj

{
β(t)

}
= β(tj)

If βt < 0, max
ti≤t≤tj

{
β(t)

}
= β(ti)

max
ti≤t≤tj

{QAiBi
(t)} = max

ti≤t≤tj
{Φ(β(t))}

= max{Φ(β(ti)),Φ(β(tj))}
= max{QAiBi

(ti), QAiBi
(tj)}

Property 3. If A(t) and B(t) are a collection of time-
varying canonicals over the lifetime, the break points in
max{A(t), B(t)} will be a super set of the union of break
points in A(t) and B(t).

Proof. Let tb(A) be the break points in A(t) and tb(B) be
the break points in B(t). Let tA∪B = tb(A) ∪ tb(B) denote
the union of break points in A(t) and B(t). If C(t) =
max(A(t), B(t)), we want to show that tb(C) ⊇ tA∪B .

According to the implementation details in Section (III-
C), MAX operation only introduces additional break points.
Therefore, break points in C(t) will always be a superset of
the break points in A(t) and B(t), i.e. tb(C) ⊇ tA∪B .

Property 4. If A(t) and B(t) are a collection of time-varying
canonicals over the lifetime, then the criticality of A with
respect to B will be maximum either at t = 0 or at the break
points of max{A(t), B(t)}.

Proof. Let QAB(t) denote the criticality of A with respect to
B at any time instant t ∈ [0, tlife]. We have to show that

max
0≤t≤tlife

{QAB(t)} = max
ti∈tbmax

{QAB(0), QAB(ti)} (32)

where tbmax denote the break points in max{A(t), B(t)}. This
property follows directly from properties 2 and 3.

Although this limits the points at which the criticality
needs to be computed, it can be still very large as the set
of break points for each path delay and its corresponding
complementary path delay could be different. The following
property reduces this set significantly.

Property 5. The time-varying global criticality of any path
will be maximum either at t = 0 or at any of the break points
in circuit delay distribution.

Proof. Consider a path i in the circuit and let Dp,i(t) and
CDp,i(t) denote its delay and complementary path delay
respectively. If there are N paths in the circuit, complementary
path delay is given by,

CDp,i(t) = max
1≤j≤N

j 6=i

{Dp,j(t)} (33)

The circuit delay distribution (Dckt) is the statistical maximum
of the delay of all the paths in the circuit. Therefore,

Dckt(t) = max{Dp,i(t), CDp,i(t)} (34)
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Making use of (34) and property 4, we get

max
0≤t≤tlife

{Qp,i(t)} = max
ti∈tb(Dckt)

{Qp,i(0), Qp,i(ti)} (35)

where tb(Dckt) denotes the break points in the circuit delay
distribution. This holds true for any path i in the circuit.
Therefore, the global criticality of any path in the circuit will
be maximum either at t = 0 or at the break points in the circuit
delay distribution.

As a result of this property, we need to now evaluate
criticalities and identify PCPs only at t = 0 and at the break
points of circuit delay distribution. This typically is less than
four as will be seen in the results section.

V. STATISTICAL PCP SELECTION

The objective of the work is to identify the set of potential
critical paths (SPCP ) with maximum global criticality over
the lifetime greater than a threshold (γ). Mathematically,

A path p ∈ SPCP if max
0≤t≤tlife

{
Qp(t)

}
≥ γ (36)

By property 5 given in the previous section, the global path
criticality will be maximum either at t = 0 or at the break
points in the circuit delay distribution. Therefore, we can
conclude that a search for critical paths at these time points is
sufficient to identify the potential critical paths under aging.

We make use of the hierarchical partitioning algorithm pro-
posed in [15] to identify the paths with global criticality above
a specified threshold at a given time instant. This algorithm
integrates path selection and global criticality computation.
This is done hierarchically with the circuit being split into
disjoint groups at each level. The extension of hierarchical
partitioning algorithm for identification of potential critical
paths under NBTI is outlined in Algorithm 2.

The inputs to the potential critical path selection algorithm
are the circuit graph (G) and the desired criticality threshold
(γ). In order to take into account the errors in the time-varying
SSTA formulation and path criticality computation, we choose
the threshold for hierarchical partitioning to be lower than the
desired threshold depending on the average error value (∆).
We also go through two iterations. In the first iteration, we
identify the paths with criticality above the threshold at t =
0 and at the break points in circuit delay distribution using
the hierarchical partitioning algorithm. Once this is done, we
compare the sum of path criticalities at each of the break points
against the value at t = 0. If the value has dropped significantly,
it is possible that we have missed some critical paths at that
break point. This could happen due to the errors inherent in the
SSTA formulation. Therefore, we reduce the threshold further
and go through a second iteration to identify an additional set
of critical paths.

A detailed description of the algorithm is given below. We
start with a time-varying forward SSTA to obtain the circuit
delay distribution as a function of time. The break points in
the circuit delay along with t = 0 form the time instants (Tbrk)
at which hierarchical partitioning should be done for the PCP
selection [Steps 1-2]. In the next step, we perform the first
level of partitioning based on output nets [Steps 3-5]. All the

Algorithm 2: PCP selection using hierarchical partitioning
Input : G(V,E) : Graph representing circuit netlist

γ : Criticality threshold
Output: SPCP : Set of potential critical paths

/* Time-varying SSTA */
1: Perform time-varying SSTA to get circuit delay Dckt(t)
2: Tbrk ← {0} ∪ tb(Dckt)

/* Level (1) partitioning based on output nets */
3: for each net i ∈ output nets Nout do
4: Di(t)← ATi(t)
5: end for

/* Hierarchical partitioning of critical level (1) groups */
6: for each time ti ∈ Tbrk do
7: Find gate delays and arrival times by substituting t = ti in

the time-varying canonical form
8: Gdom(ti)← Dominant groups at ti after pruning and

clustering of similar groups
9: Qlist← {} //Initialize list of group criticalities at ti

10: ΣQP (ti)← 0 //Initialize sum of path criticalities at ti
11: for each group Gk ∈ Gdom(ti) do
12: Evaluate complementary delay CDg,k(ti)
13: Qg,k(ti) = P (Dg,k(ti) > CDg,k(ti))
14: Add Qg,k(ti) to Qlist

/* Iteration : 1 */
15: γ1 = γ −∆
16: if Qg,k(ti) ≥ γ1 then
17: SP (ti)← Hier partitioning(Gk,ti,Qg,k(ti),γ1)
18: SPCP ← SPCP ∪ SP (ti)
19: QP (ti)← Sum of criticalities of paths in SP (ti)
20: ΣQP (ti)+ = QP (ti)
21: end if
22: end for

/* Iteration : 2 */
23: if ti 6= 0 and ΣQP (0)− ΣQP (ti) > ∆ then
24: Lower the threshold to γ2 = γ − 2∆
25: for each group Gk ∈ Gdom(ti) do
26: Qg,k(ti)← Criticality of Gk at ti from Qlist
27: if Qg,k(ti) ≥ γ2 then
28: SP (ti)← Hier partitioning(Gk,ti,Qg,k(ti),γ2)
29: SPCP ← SPCP ∪ SP (ti)
30: end if
31: end for
32: end if
33: end for

paths passing through a given output net i form a level (1)
group and the arrival time at the output net (ATi(t)) indicates
its time-varying delay distribution.

A level (1) group Gk needs to be partitioned further at
any time instant ti only if its global criticality Qg,k(ti)
exceeds the threshold γ. This is because, the criticality of
any path within the group cannot be greater than the group
criticality. For each time instant ti, a pruning based on local
criticality is performed to remove the non-dominant groups
whose criticality is guaranteed to be lower than the threshold
[Step 8]. A clustering of similar groups is also done to merge
groups that have high topological correlation as discussed in
[15]. The criticality of the dominant level (1) groups are then
evaluated [Steps 12-13]. If the criticality of group Gk exceeds
the threshold at ti, then group Gk should be partitioned at
ti. This is done in two iterations as explained earlier. In the
first iteration [Steps 15-21], the threshold is set at a value ∆
below the desired value and the set of critical paths at ti are
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obtained. The threshold ∆ is chosen based on the average error
in path criticality computation. If the sum of path criticalities
has dropped by ∆ in comparison to the value at t = 0, a
second round of hierarchical partitioning is done after lowering
the threshold further [Steps 23-32]. Finally, the set of potential
critical paths is the union of critical paths identified at each
of these partitioning steps.

VI. PROPOSED FRAMEWORK

The various steps involved in the proposed framework is
given in Fig. 3. The first step is to evaluate the threshold
voltage degradation parameters A0 and SA as defined in
Section II(A). These are constants for a given technology
and operating conditions. Following this, circuit synthesis is
performed to obtained the synthesized netlist. A place and
route is also performed to obtain the location information of
the gates. Given the synthesized netlist, a logic simulation
is performed using 105 input vectors to generate the Value
Change Dump (VCD) file. The VCD file contains information
regarding the signal transitions at the various nodes. This
is processed to obtain the static signal probabilities and the
correlation coefficients which are then used to evaluate the
stress factors for the various PMOS transistors.

Once the stress factors has been computed, each of the
edge delays is represented using the time-varying canonical
delay model defined in (11). A time-varying forward SSTA
is then performed to obtain the circuit delay distribution as
a collection of time-varying canonicals with break points in
time. The MAX operation on time-varying canonicals is done
as described in Algorithm 1. An extension of the hierarchical
partitioning algorithm is then employed at t = 0 and at the
break points of the circuit delay distribution to identify the
PCPs under aging. This is done as described in Algorithm 2.

VII. RESULTS

The proposed algorithm for time-varying SSTA and po-
tential critical path selection is implemented in C++ and
the experiments are performed on ISCAS’85, ISCAS’89 and
ITC’99 benchmark circuits synthesized using UMC 90nm and
NanGate 45nm [27] technology libraries. The variations in
3 process parameters, L, W and Vth, are considered along
with NBTI for timing analysis. The standard deviation of each
parameter variation is assumed to be 10% of the nominal value
and 5% random variation is assumed. A three level quad-tree
is used for modelling the spatial correlations [28] and the
variance is divided equally among the three layers. We aim
to identify the potential critical paths with maximum global
criticality above 0.05. From the experiments performed on
various circuits to identify the critical paths at t = 0 using the
hierarchical partitioning technique in [15], it was found that the
average error in criticality is around 0.02 for both UMC 90nm
and NanGate 45nm technologies. Therefore, the threshold ∆
is fixed at 0.02. Accordingly, the criticality threshold is first
set to 0.03 and is lowered to 0.01 for the second iteration.
The results are verified by comparing against Monte Carlo
simulations considering 105 samples. The circuit lifetime is
assumed to be 10 years.

Evaluate Vth degradation
related coefficients A0 and SA

Circuit synthesis and P&R

Logic simulation &
Evaluation of stress factors

Representation of gate delays
as time-varying canonicals

TV-SSTA and identification
of break points in

circuit delay [Algo. 1]

PCP selection at t = 0
and break points using

hierarchical partitioning [Algo. 2]

Fig. 3: Steps in the proposed framework

A. Time-varying SSTA

Fig. 4 shows the percentage error in mean and standard
deviation of circuit delay at the end of lifetime using the
proposed time-varying SSTA. The maximum error in mean of
3.17% occurs for s38417 circuit in UMC 90nm technology and
the average error is 0.70%. The maximum error in standard
deviation is around 6% occurring in s9234 circuit synthesized
using NanGate 45nm library and the average error is 1.48%.
If a conventional SSTA is performed using aged gate delays
at t = 10 years, the error in mean is found to be 5.06% in
s38417 circuit. Similarly, the error in standard deviation for
s9234 circuit is 5.00%. This indicates that the error in these
circuits is primarily due to linearization of MAX operation
in the standard SSTA formulation and there is no significant
additional error due to the time-varying formulation.

Fig. 5 compares the time variation in mean and standard
deviation of circuit delay against the values obtained by re-
running conventional SSTA multiple times, from 0 to 10 years
in steps of 1 year for three circuits, c432, s13207 and b04, in
UMC 90nm technology. The mean of circuit delay is plotted
as a function of time in Fig. 5(a). The figure indicates that
the mean of circuit delay increases with time and matches
closely with the values obtained from individual SSTA runs.
The error in mean of circuit delay at 10 years is found to be
0.02%, 0.07% and 0.13% for c432, s13207 and b04 circuits
respectively. The time variation in standard deviation is plotted
in Fig. 5(b). There is a discontinuity of 1.5% in standard
deviation of s13207 which occurs at a break point in the circuit
delay distribution. This is seen in some circuits and is typically
less than 1%. The error in standard deviation of circuit delay
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Fig. 4: Percentage error in mean and standard deviation of circuit delay at t = 10 years with respect to Monte Carlo simulations
using the proposed time-varying SSTA technique
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Fig. 5: Time variation in mean and standard deviation of circuit
delay obtained using the proposed method in UMC 90nm
technology. The ‘o’ markers denote the values obtained using
conventional SSTA runs.

at 10 years is found to be 0.62%, 0.04% and 2.22% for c432,
s13207 and b04 circuits respectively.

The average number of break points in arrival times across
all the nodes (Ntb,avg) is shown in Fig. 6(a) and is found to be
less than 2 in most of the benchmark circuits. This determines
the run time complexity of the time-varying SSTA algorithm
and equals O(Ntb,avg(|V |+ |E|)) which is Ntb,avg times that
of a conventional SSTA. On an average, the proposed SSTA
algorithm is able to predict the time-varying circuit delay
distribution in about 2x times the time required for a single
SSTA run, with a maximum of around 3x for larger circuits.

The number of break points (Ntb) in circuit delay distri-
bution is given in Fig. 6(b). The maximum number of break
points is 6 in the case of b17 circuit synthesized using UMC
90nm technology and is less than 4 for most of the benchmark
circuits. These break points determine the time instants at
which criticality evaluation and PCP selection will be done.
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Fig. 6: Number of break points using time-varying SSTA

B. Time-varying Path Criticality

To validate Property 5 in Section IV, we have considered
a few circuits where there exists at least one path with non-
monotonic criticality. Monte Carlo simulations are performed
at the break points in the circuit delay distribution and some
test points and the criticality values are compared as shown in
Fig. 7. The ‘x’ markers in the figure denote the path criticalities
obtained using Monte Carlo simulations at the break points.
The ‘o’ markers denote the path criticalities obtained using
Monte Carlo simulations at the test points t ∈ {0, 1, · · · , 10}
years.

In s5378 circuit synthesized using UMC 90nm technology,
there are four break points in the circuit delay distribution
at t = 0.12, 1.45, 7.29 and 10 years, as seen in Fig. 7(a).
From the figure, we can see that the maximum criticality for
the path occurs at some time instant between 0 and 1 year.
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Fig. 7: Time-varying path criticality in s5378 (90 nm), b05 (90 nm) and s15850 and b04 (45 nm) circuits. The ‘x’ and ‘o’
markers denote the Monte Carlo path criticalities at the break points in the circuit delay and the test points respectively. A
zoomed version of the region where maximum path criticality occurs is given in the inset figure.

Therefore, we have considered additional test points in this
region, t ∈ {0.2, 0.4 · · · , 0.8} years and the results are shown
in the inset figure. From the results, we can conclude that the
criticality of path 1 is maximum at the break point, t = 0.12
years. Similarly, in b05 circuit, there are three break points in
the circuit delay distribution at t = 0.02, 0.1 and 10 years. The
inset figure indicates that the maximum criticality for all the
paths occur at the break point t = 0.1 years. Similar results
have also been obtained for circuits synthesized using NanGate
45nm library as seen in the case of s15850 and b04 circuits
in Fig. 7(c).

It should be noted that the path criticality values plotted
in Fig. 7 are obtained using Monte Carlo simulations. If we
use time-varying SSTA along with hierarchical partitioning
to find the path criticalities, it is true that with existing SSTA
based methods, it will be difficult to capture the time variation
exactly. But, as shown in Fig. 8, the overall trend is clear in
most cases.
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Fig. 8: Time-varying path criticality in b05 circuit synthesized
using UMC 90nm library. The ‘x’ and ‘�’ markers denote the
path criticalities at the break points in circuit delay computed
using Monte Carlo and hierarchical methods respectively.
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Fig. 9: Maximum error in path criticality with respect to Monte
Carlo simulations for (a) Time-varying SSTA + Hierarchical
partitioning and (b) SSTA at a given time point + Hierarchical
partitioning in various benchmark circuits

C. Statistical PCP Selection

Fig. 9 contains a comparison of the maximum error in
path criticality computed using the proposed method and
by performing a conventional SSTA followed by criticality
computation at the break points. The aim is to see if any
additional error is introduced due to the approximations made
in the time-varying SSTA formulation. The results show that
the maximum error in both the cases is comparable, both
for UMC 90nm and NanGate 45nm technologies, indicating
that the approximations involved in the time-varying SSTA
formulation does not introduce any significant error in the path
criticality. The maximum error in path criticality is between
0.2 and 0.3 and is found to be less than 0.1 in most of the
benchmark circuits. Also, the average error in path criticality
across all the break points equals 0.02 in both UMC 90nm
and NanGate 45nm technologies.
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TABLE I: Path criticality in circuits where the maximum error
is above 0.1 using UMC 90nm technology

Ckt Max error Time Qhier QMC

s1488 0.1255 10 yr 0.2552 0.3807
s5378 0.1663 10 yr 0.3899 0.5563

s38584 0.1360 0 0.2650 0.4010
b04 0.1605 10 yr 0.1784 0.0178
b14 0.1876 10 yr 0.0272 0.2148
b17 0.2161 0 0.2243 0.4403
b20 0.1452 4.11 yr 0.2934 0.4386
b22 0.1474 10 yr 0.2256 0.3730

The error in path criticality computations will affect the
identification of potential critical paths. It should be noted
that it is not just the maximum error, even a small error
can push the criticality below the threshold. This is the
reason why we have a guard band. Table I contains a list of
circuits synthesized using UMC 90nm technology in which the
maximum error in path criticality is above 0.1. The time point
at which the maximum error occurs along with the criticality
values obtained using the proposed method (Qhier) and Monte
Carlo simulations (QMC) are also given in the table. The
results indicate that in most cases the actual criticality values
are well above the threshold so that the error does not cause
the criticality to fall below the threshold. The only issue is in
b14 circuit and in this case also, the path is identified when
the threshold is lowered to 0.01.

To check the impact of error in path criticality on the
identification of potential critical paths, we identified PCPs
using both Monte Carlo and hierarchical methods and the
comparison is shown in Fig. 10. In both the methods, the
potential critical paths are identified by performing criticality
computations at t = 0 and at the break points in the circuit
delay distribution. Fig. 10(a) contains the number of PCPs
obtained using the hierarchical method and Fig. 10(b) contains
the number of PCPs with Monte Carlo criticality above 0.05
not identified by the proposed method in spite of lowering
the threshold. It is a stacked plot indicating the maximum
criticality of each of the missed paths. Note that the figure
contains only those circuits in which the proposed method
has failed to identify some PCPs. The results indicate that, in
UMC 90nm technology, a total of 8 paths are missed by the
proposed method with a maximum of 3 paths in c432 circuit.
The maximum criticality missed is 0.08 in the case of b15
circuit. A similar trend has also been observed in the case
of circuits synthesized using NanGate 45nm library. Here, the
number of paths missed by the proposed method is 10 with a
maximum of 3 paths in c5315 circuit. The maximum criticality
of the path missed is 0.09 in the case of c2670 circuit.

In order to check if the number of paths reported by our
method is reasonable, we did a Monte Carlo analysis with
three different thresholds (0.05, 0.03 and 0.01) and the results
are given in Fig. 11. Note that in all the circuits, the number
of paths identified using our method is greater than or equal
to the number of paths reported by Monte Carlo analysis with
the threshold set to 0.05. In our method, since we lower the
threshold to compensate for the errors, we report a larger
number of paths. This is especially seen in some circuits like
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(b) Number of potential critical paths not identified by the proposed
method with the associated maximum criticalities

Fig. 10: Comparsion of paths reported by the proposed method
against Monte Carlo simulations

c1
7

c4
32

c4
99

c8
80

c1
35

5
c1

90
8

c2
67

0
c3

54
0

c5
31

5
c6

28
8

c7
55

2
s9

53
s1

19
6

s1
23

8
s1

42
3

s1
48

8
s1

49
4

s5
37

8
s9

23
4

s1
32

07
s1

58
50

s3
59

32
s3

84
17

s3
85

84 b0
1

b0
2

b0
3

b0
4

b0
5

b0
6

b0
7

b0
8

b0
9

b1
0

b1
1

b1
2

b1
3

b1
4

b1
5

b1
7

b1
8

b1
9

b2
0

b2
1

b2
20

20

40

60

|S
M
C
|

QMC ≥ 0.05 QMC ≥ 0.03 QMC ≥ 0.01

(a) Using UMC 90nm library

c1
7

c4
32

c4
99

c8
80

c1
35

5
c1

90
8

c2
67

0
c3

54
0

c5
31

5
c6

28
8

c7
55

2
s9

53
s1

19
6

s1
23

8
s1

42
3

s1
48

8
s1

49
4

s5
37

8
s9

23
4

s1
32

07
s1

58
50

s3
59

32
s3

84
17

s3
85

84 b0
1

b0
2

b0
3

b0
4

b0
5

b0
6

b0
7

b0
8

b0
9

b1
0

b1
1

b1
2

b1
3

b1
4

b1
5

b1
7

b1
8

b1
9

b2
0

b2
1

b2
20

20

40

60

|S
M
C
|

(b) Using NanGate 45nm library

Fig. 11: Number of potential critical paths identified by Monte
Carlo simulations for thresholds of 0.05, 0.03 and 0.01

c1355, s35932 and b15. This is because there are a large
number of paths in these circuits with criticality in and around
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the threshold and we end up identifying all these paths.

VIII. CONCLUSION

In this paper, we have proposed a framework for time-
varying SSTA wherein the circuit delay distribution is obtained
as a collection of time-varying canonicals valid over different
periods with break points in time. We proved that the global
criticality of any path in the circuit will be maximum either at
t = 0 or at the break points in circuit delay distribution. This
has also been verified using Monte Carlo simulations. As a
result, the criticality computation and PCP selection needs to
be done only at these time points.

We have integrated the time-varying SSTA along with a
path selection and criticality computation technique proposed
earlier to identify the PCPs under aging. Simulation results
indicate that the proposed technique is able to identify the po-
tential critical paths within a range of the specified threshold.
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