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Joint Subcarrier and Power Allocation in Channel-Aware
Queue-Aware Scheduling for Multiuser OFDM

Chandrashekar Mohanram and Srikrishna Bhashyam

Abstract— In an Orthogonal Frequency Division Multiplexing
(OFDM) downlink scenario, we propose joint subcarrier and
power allocation for Channel-Aware Queue-Aware scheduling
while allowing multiple users to share a single OFDM symbol.
Our approach is to combine subcarrier and power allocation
by optimizing a user’s power allocation immediately after the
user has been allocated a subcarrier. Simulation results show
that joint subcarrier and power allocation yields a significant
performance improvement compared to other existing schemes
which perform subcarrier allocation with a fixed (uniform) power
allocation assumption. Joint subcarrier and power allocation is
also extended to band-wise allocation of subcarriers in order
to help reduce signaling overhead in time varying channels.
We examine the trade-off between increasing the sub-band size
and the corresponding degradation in system performance for
different values of the channel multipath delay spread.

Index Terms— Bit allocation, MLWDF, OFDM, OFDMA,
power allocation, subcarrier allocation.

I. INTRODUCTION

FOURTH generation mobile communication systems based
on Orthogonal Frequency Division Multiplexing (OFDM)

will support packet data services in addition to traditional
voice services. In a packet-based environment with bursty
arrival of packets, the base station maintains queues to allow
buffering of data for each user in the system. In case of
real-time traffic, bit outage probability (buffer overflow) and
delay are the two main Quality of Service (QoS) parameters
to measure system performance. Efficient buffer management,
essential to ensure good system performance, can be achieved
when scheduling algorithms take into account the users’
queue backlogs in addition to the channel conditions. Such
algorithms have been proposed in [1]–[3] and belong to the
Channel-Aware Queue-Aware (CAQA) class of scheduling al-
gorithms. In [1]–[3], it has been shown that CAQA scheduling
performs significantly better than Channel-Aware-Only (CAO)
scheduling [4]–[10] where scheduling decisions are based on
channel information alone.

In [1], the Modified Largest Weighted Delay First (ML-
WDF) rule is proposed for time slot allocation in Code Divi-
sion Multiple Access-High Data Rate (CDMA-HDR) systems.
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This rule is shown to be throughput optimal 1 under the
assumption that only one user is scheduled in each time slot.
The MLWDF rule can be applied to OFDM systems when
only one user is allocated the complete OFDM symbol in any
given time slot. However, due to the frequency selectivity of
the channel and multiuser channel diversity, it is more efficient
for multiple users to share each OFDM symbol [4]. In [2],
the MLWDF rule is used at the subcarrier level instead of
the OFDM symbol level to obtain improved throughput and
larger admissible traffic. The MLWDF rule uses instantaneous
Head-Of-Line (HOL) packet delays 2 in addition to channel
conditions for resource allocation. A similar rule that uses
average waiting times instead of instantaneous HOL delays is
proposed in [3]. However, [2], [3] optimize subcarrier alloca-
tion for a fixed power allocation, i.e., the power allocation is
assumed to be given (usually uniform power allocation across
all subcarriers) while subcarrier allocation is performed.

In this paper, we show that joint subcarrier and power
allocation (JSPA) can provide significant gains compared to
the subcarrier allocation algorithms in [2], [3]. Since optimal
joint subcarrier and power allocation is very complex, we
propose a sub-optimal joint subcarrier and power allocation
algorithm for CAQA scheduling. The proposed algorithm (a)
allows larger arrival traffic, and (b) achieves lower delay
while maintaining stable queues, compared to existing al-
gorithms which perform subcarrier allocation with a fixed
power allocation assumption. An improved version of the
CAQA algorithms with fixed power allocation [2], [3] is also
proposed and used in the comparisons. Finally, we extend the
JSPA approach to band-wise allocation of subcarriers [14] to
help reduce signaling and feedback overhead. We examine
the trade-off between increasing the sub-band size and the
corresponding degradation in system performance for different
values of the channel multipath root mean-squared (rms) delay
spread 3.

JSPA is achieved by optimizing a user’s power allocation
immediately after the user has been allocated a subcarrier.
The JSPA approach has been previously considered for CAO
scheduling in [8]. In this paper, the JSPA approach is extended
for CAQA scheduling. In CAO scheduling, users are assumed
to have an infinite amount of data to send, i.e., all capacity
available to a user would translate to throughput for the user.
In a packet based environment with bursty arrival of packets,

1A scheduling rule is throughput optimal if it satisfies the property that it
renders the queues at the base-station stable if any other rule can do so, i.e.,
it has the largest stable admission region [12].

2HOL packet delay refers to the delay of the packet at the head of the
queue [12].

3The rms delay spread is equal to the standard deviation of the delay of
the paths weighted by the power of each path.
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this assumption is not true. In this paper, actual throughput
achieved by each of the scheduling schemes is compared
instead of a comparison of the available capacity. Furthermore,
practical constraints on transmission rates are also imposed by
restricting the rates to take values from a discrete set using
integer bit M-ary Quadrature Amplitude Modulation (MQAM)
constellations. Practical power allocation algorithms such as
[13] are used instead of ideal water-filling.

In [11], joint power and bandwidth allocation has been
studied in a general setting that could be applied to CDMA
as well as OFDM systems. However, the results in [11] are
only valid for frequency non-selective fading channels in the
case of OFDM. Under this assumption, the resource allocation
problem is significantly simpler and different. In this paper,
the proposed JSPA approach for CAQA scheduling is designed
for frequency selective channels.

II. SYSTEM MODEL AND PROBLEM STATEMENT

We assume that the base station has knowledge of the
channels of all users in the system. Since channel conditions
vary over a period of time, this channel state information (CSI)
is updated periodically with the help of feedback channels. In
this paper, we assume that the channel is constant over an
entire slot (i.e., an OFDM symbol duration).

We consider a system with M users, K subcarriers and
total bandwidth B. Each of the M users has a queue which is
implemented as a finite length first-in first-out (FIFO) buffer.
The packet arrival for user m is modeled as a Bernoulli process
with mean arrival rate λm (bits/time slot) i.e. a fixed size
packet is admitted into user m’s queue with probability pm at
the beginning of each time slot. Let qm,0(n) be the number of
bits in a packet admitted into user m’s queue during time slot
n. Since finite length queues are used, a packet in the queue
will be dropped if it is not scheduled for transmission within a
finite duration. If D is the buffer length (in packets), then the
queue cannot hold any untransmitted bits from a packet arrival
D time slots earlier than the current time slot. Let qm,d(n) be
the number of untransmitted bits in user m’s queue from a
packet arrival in time slot (n− d). The number of bits in user
m’s queue is given by Qm(n) =

∑D−1
d=0 qm,d(n). The HOL

packet delay of user m during the time slot n is

Wm(n) =

{
arg max

1≤W≤D
{qm,W−1(n) > 0} if Qm(n) > 0

0 if Qm(n) = 0
.

(1)
In practice, packets are not expected to be served in the
same time slot as they arrive. Therefore, the packet delay
is set to 1 as soon as a packet arrives. Let Rm(n) be the
maximum number of bits that user m can transmit during
time slot n. For simplicity, in the remainder of this paper,
Rm(n) is just referred to as the rate for user m during time
slot n. The resultant throughput for user m during time slot
n is min(Qm(n), Rm(n)). Therefore, we have Qm(n + 1) =
Qm(n) − min(Qm(n), Rm(n)) + qm,0(n + 1). In this paper,
we maximize the long term system throughput by adaptively
allocating subcarriers and power to users under a total power

constraint and a bit error rate (BER) constraint i.e.,

max
Km,Pm,k

M∑
m=1

ηm, (2)

subject to :
M⋃

m=1

Km ⊆ K, (3)

where K1,K2,K3, · · · ,KM are all disjoint, (4)
M∑

m=1

∑
k∈Km

Pm,k ≤ Ptotal, (5)

BERm ≤ Pem∀m ∈ M, (6)

where ηm (bits/time slot) is the average long term throughput
for user m defined as,

ηm = lim
t−>∞

1
t

t∑
n=1

min(Rm(n), Qm(n)) ∀ m ∈ M. (7)

K is the subcarrier index set {1, 2, ..., K}, Km is the set
of subcarriers assigned to user m, M is the user index set
{1, 2, ...., M}, Pm,k is the power allocated to the user m on
subcarrier k, Ptotal is the total power constraint, BERm is
the bit error rate for user m and Pem is the bit error rate
constraint for user m. A delay constraint is imposed by the
finite buffer size for each queue. For the sake of simplicity, a
subcarrier is allocated to only one user at any instant [4].

III. JSPA FOR CAQA SCHEDULING

The MLWDF rule is proposed in [1], [12] for use in time
slot allocation in CDMA-HDR systems. It has been proved in
[1] that the MLWDF rule is throughput optimal in terms of
slot allocation. In [1], the base station scheduler allocates the
entire transmission bandwidth and power to a single user i.e.,
all spreading codes and all the available power are assigned to
a single user during a time slot. This algorithm can be applied
to OFDM systems under the constraint that only one user is
allocated all the subcarriers and power in each time slot.

Let γm,k(n) be the channel gain to noise power ratio for
user m on subcarrier k, Xm(n) be a set whose elements are
the channel gain to noise power ratios of all subcarriers for
user m, i.e., Xm(n) = {γm,1(n), γm,2(n), · · · , γm,K(n)}.
Am(n) = f(Xm(n), Ptotal, P em) is the achievable rate for
user m during time slot n if all bandwidth and power were
to be allocated to this user. The function f(.) denotes the
algorithm in [13] and maximizes the user’s achievable rate
based on: (i) the channel gain to noise power ratio on the
allocated subcarriers, (ii) the total available power for the user,
and (iii) the BER constraint for the user. Furthermore, the
rate on each subcarrier is constrained to take on values only
from a discrete rate set using integer bit constellations such
as MQAM. Ām = limt−>∞ 1

t

∑t
n=1 Am(n) ∀ m ∈ M is the

mean achievable rate for user m during a time slot assuming
full bandwidth and power allocation.

The MLWDF rule chooses the user i with the largest
MLWDF parameter from amongst all users during a time slot
i.e.,

i = arg max
m

Am(n)Wm(n)
Ām

∀ m ∈ M (8)
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Therefore, Ri(n) = Ai(n) and Rj(n) = 0 ∀j �= i. However,
scheduling a single user for transmission during a time slot
can lead to under utilization of the available bandwidth and
power [4], [11]. If user i is scheduled during time slot n, it
is quite possible that Ri(n) > Qi(n), leading to a wastage in
resources. If more than one user is allowed to transmit during
a time slot, this wastage of resources can be minimized. In [2],
this is accomplished by applying the MLWDF rule to allocate
one subcarrier at a time during a time slot. Uniform power
allocation is assumed in order to calculate the achievable rates.
In [3], a similar subcarrier allocation algorithm using mean
waiting time instead of HOL delay is proposed. Simulation
results in [2] show that using instantaneous HOL delay is
better than using mean waiting time [3].

In [2], [3], the HOL delay or the average waiting time
are updated once a slot. However, these updated delays could
be estimated after each subcarrier is allocated. In the CAQA
scheduling scheme with fixed power allocation (FPA) consid-
ered in this paper, a user’s queue is estimated immediately
after a subcarrier is allocated to a user. This estimated queue
information is used in the allocation of the remaining subcar-
riers. Therefore, the CAQA scheduling scheme with FPA used
in this paper is superior to the scheduling schemes outlined in
[2], [3].

A. Proposed Algorithm

In the proposed JSPA approach, the power allocation of
a user is optimized every time a subcarrier is allocated to
that user. This updated power allocation is used for the
allocation of the remaining subcarriers and can, therefore,
provide significant performance gain. CAQA scheduling with
JSPA during time slot n is as given below. Nm(n) is the
number of subcarriers allocated to user m during time slot
n, Am,k(n) = f

(
γm,k(n), Ptotal

K , P em

)
is the achievable

rate for user m on subcarrier k with available power Ptotal

K ,
Ām,k = limt−>∞ 1

t

∑t
n=1 Am,k(n) is the mean achievable

rate for user m on subcarrier k with available power Ptotal

K
during a time slot.

1) Initialize: ∀m ∈ M, Xm(n) = { }, Nm(n) = 0,
Rm(n) = 0, W ′

m(n) = Wm(n) ∀m ∈ M
2) Allocate one subcarrier at a time: For each subcarrier

k = 1 to K

a) Allocate the subcarrier to a user: select user j such
that,
j = argmaxm

[
Am,k(n)W ′

m(n)

Ām,k

]
∀m ∈ M

b) Xj(n) = Xj(n) ∪ γj,k(n), Nj(n) = Nj(n) + 1
c) Optimize power allocation for the user: Rj(n) =

f
(
Xj(n), Ptotal

K Nj(n), P ej

)
d) Estimate W ′

j(n) as follows:

W ′
j(n) = arg max

1≤W≤D
{Rj(n)−

D−1∑
d=W−1

qj,d(n) < 0} (9)

if Rj(n) < Qj(n), and W ′
j(n) = 0 if Rj(n) ≥ Qj(n).

In step 2(a), note that the estimate of the HOL packet delay
of each of the users is used for the purpose of allocating
a subcarrier to a user. JSPA is achieved in step 2(c) of the
algorithm by optimizing power allocation across all subcarriers

currently allocated to the user during this time slot. This
maximizes the user’s rate thereby making best possible use
of the allocated bandwidth and power. Step 2(d) is used to
determine the new HOL delay after the rate allocated in
step 2(c) is used. If during step 2(c), it so happens that
Rj(n) ≥ Qj(n), then step 2(d) ensures that user j will no
longer be in contention for subcarrier and power allocation.
Therefore, a user will not be allocated more bandwidth and
power than is needed to transmit all bits in the queue.

B. Complexity of JSPA

The complexity of subcarrier allocation is identical for
both CAQA scheduling with FPA and CAQA scheduling
with JSPA. However, unlike the FPA algorithm, the proposed
JSPA requires power and bit allocation to be optimized after
each subcarrier is allocated. The power and bit allocation is
performed in step 2(c) using the algorithm in [13], which uses
the bisection method with rate-SNR (Symbol energy to Noise
power Ratio) look-up tables to compute the optimal power
and bit allocation. The complexity of the algorithm in [13]
is proportional to the product of the number of subcarriers
over which the optimization needs to be performed and the
number of iterations required for convergence. The additional
complexity of the JSPA algorithm is not significant compared
to the complexity of the CAQA algorithm with FPA because:
(a) the number of subcarriers over which the optimization has
to be performed in lower for the intermediate optimization
stages, (b) when each additional subcarrier is allocated to
a user, fewer iterations are required for convergence [13]
since a good initialization point is already available from
the previous rate maximization result for the user, and (c)
subcarrier allocation, whose complexity is similar for both
FPA and JSPA algorithms, is still the more complex part of
the overall algorithm.

C. Band-Wise Allocation of Subcarriers

CAQA scheduling with JSPA can be extended to band-
wise allocation of subcarriers [14] to help reduce the signaling
overhead. On the uplink, the overhead includes feedback of
the CSI of subcarriers for each user in the system. On the
downlink, the updated subcarrier allocation and modulation
information needs to be signalled to each user every time the
allocation changes. A user’s channel on adjacent subcarriers is
correlated: the correlation is dependent on the user’s multipath
delay spread. Therefore, it is possible to reduce signaling
overhead for both uplink and downlink by grouping adjacent
subcarriers into sub-bands and limiting the sub-band CSI
feedback to the CSI of the worst subcarrier in a sub-band (in
order to meet the BER constraint). All subcarriers in a sub-
band will be allocated equal power and the same modulation
scheme.

IV. SIMULATION RESULTS

Results are shown for a K = 128 subcarrier multiuser
OFDM system with M = 12 users and bandwidth B = 1
MHz. Each user is assumed to have a 6-tap sample-spaced
multipath channel with independent Rayleigh fading taps. The
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Fig. 1. Outage vs arrival rate: Case 1, Ptotal = 8 dBW.

tap energies are assumed to decay exponentially as in [8], i.e.,
E[|hl,m|2] = gme−(l−1) for l = 1, 2, .., 6, m ∈ M where
hl,m is the time domain tap l for user m and gm is the tap
energy of the first tap for user m. The BER constraint is
Pem = 10−5 ∀m ∈ M. Instantaneous SNR for user m on
subcarrier k is defined as SNR= Pm,k(n)γm,k(n). The SNR
thresholds for a BER of 10−5 for BPSK, QPSK, 8-QAM, 16-
QAM, 32-QAM and 64-QAM are 9.25dB, 12.51dB, 16.12dB,
19.32dB, 22.47dB and 26.03dB respectively.

The source arrival for each user is an independent Bernoulli
random process with the incoming packet size fixed at 128
bytes. The queue for each user is a FIFO buffer designed to
hold packets for a maximum of 100 time slots. If a packet
is not scheduled for transmission within 100 time slots, the
packet is dropped from the queue. In simulations, we have
assumed that all users’ queues are stable if the bit outage
probability is less than 0.5 percent for each user i.e., ηm ≥
0.995λm ∀m ∈ M. Each simulation is performed for at
least 10000 time slots. We compare CAQA scheduling with
JSPA (CAQA+JSPA) with: (1) CAO scheduling with JSPA
(CAO+JSPA) - Equivalent to [8] with an integer bit constraint,
(2) MLWDF rule [1] - An OFDM/TDMA scheme, and (3)
CAQA scheduling with FPA (CAQA+FPA) - Improved version
of [2] (See Section III).

A. Case 1 Homogeneous Rate Users With Different Channel
Conditions

In this case, the average rate of arrival of bits is equal for
all users i.e., λm = λj∀ m, j ∈ M. However, the average
channel conditions for each user in the system is different i.e.,
gm = (1 − m) dB for m = 1, 2, ..., M . Noise Power Spectral
Density (PSD) is set at -100 dBW/Hz.

Fig. 1 shows the maximum outage among all users for
different overall arrival rates for Ptotal = 8 dBW. Clearly, the
proposed algorithm is able to maintain the queues stable for
a larger traffic load. The average long-term throughput is the
same as the arrival rate as long as the outage is zero. Outage
occurs once the arrival rate increases beyond a maximum
arrival rate. Using a stability criterion of less than 0.5% outage
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Fig. 2. Maximum arrival rate vs power: Case 1.
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Fig. 3. Delay distribution tails for the best and worst users for each algorithm:
Case 1.

for each user, this maximum arrival rate can be determined for
a given Ptotal from Fig. 1. Fig. 2 shows the largest arrival rate
with stable queues for different values of Ptotal for all the
scheduling schemes. CAQA scheduling with JSPA achieves
a gain of about 2 dB and 1 dB over MLWDF and CAQA
scheduling with FPA respectively. Fig. 3 shows the delay
distribution tails plotted as a function of the number of time
slots for the best and the worst users when the total available
power Ptotal is 8 dBW and overall arrival rate is 3 Mbps.
A delay violation probability of 10−1 corresponds to a 10
time slot delay for CAQA scheduling and around a 35 time
slot delay for CAO scheduling. From Fig. 3, it is evident
that CAQA scheduling with JSPA provides a lower delay
violation probability compared to CAQA scheduling with FPA
and MLWDF.

Fig. 4 shows the largest arrival rate with stable queues for
band-wise allocation of subcarriers with different sub-band
sizes for CAQA scheduling with JSPA. This is plotted for
different values of the rms multipath delay spread. L is the
number of subcarriers per sub-band and the total available
power Ptotal = 6 dBW. When the rms multipath delay spread
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Fig. 4. Arrival vs. RMS delay spread: Band-wise allocation.
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is set at 0.9μsec, a signaling overhead reduction by a factor
L = 2 or L = 4 can be achieved with hardly any performance
degradation. This is because, the coherent bandwidth is large
and the sub-band CSI provides a fairly accurate estimate of the
CSI of subcarriers in the sub-band. However, with increasing
delay spread, the CSI of sub-bands provide increasingly pes-
simistic estimates of the CSI of subcarriers in a particular sub-
band. As a result, power and bandwidth allocation efficiency
falls with increasing sub-band size. When the rms delay spread
is 3.6μsec, even a sub-band size as small as L = 4 results in
a 10 percent degradation relative to L = 1.

B. Case 2 Heterogeneous Rate Users With Similar Channel
Conditions

In this case, the average channels conditions are the same
for each user in the system gm = gj∀ m, j ∈ M. However,
the average rate of arrival of bits is different for each of the
users. λm = λ1(1 + 0.25(m− 1)) for m = 1 to 6, and λm =
λ1(1 + 0.25(m)) for m = 7 to 12.

In Fig. 5, the total available power Ptotal is varied and
the largest arrival rate with stable queues is plotted for the
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Fig. 6. Delay distribution tails for the best and worst users for each algorithm:
Case 2.

scheduling schemes. Noise PSD is set at -90 dBW/Hz. CAQA
scheduling with JSPA achieves an approximate gain of 2 dB
and 1 dB over MLWDF and CAQA scheduling with FPA
respectively. Fig. 6 shows the delay distribution tails plotted
as a function of the number of time slots for the best and
the worst users when the total available power Ptotal is 10
dBW and overall arrival rate is 3 Mbps. As in the case with
homogeneous rate users, it is evident that CAQA scheduling
with JSPA provides for a lower delay violation probability
compared to CAQA scheduling with FPA and MLWDF.

V. CONCLUSIONS

In this paper, a sub-optimal joint subcarrier and power allo-
cation algorithm for Channel-Aware Queue-Aware scheduling
on a multiuser OFDM downlink is proposed. Our approach
is to optimize a user’s power allocation immediately after
each subcarrier is allocated to the user. Through simulations,
performance gains of 1-2dB over existing methods have been
shown. The proposed approach was also extended to band-
wise allocation of subcarriers in order to reduce the signaling
overhead while still achieving good system performance.
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