EE 511 Solutions to Problem Set 4
1. (i) ¢x(s) = e**/2. (ii) We have
P[X >a]l =e ¢px(s) forall s> 0.
This upper bound should be minimized with respect to s to obtain the Chernoff bound.
e Shy(s) = 00557 /2
Setting the derivative with respect to s to 0, we get
se— 550 /2 + (_a)e—aseSQ/Q -0

i.e., s = a. The second derivative at s = a can be shown to be positive. Therefore, the

Chernoff bound is given by ,
P[X >a]<e™® /2

(iii) From the Chebyshev inequality, we get

1

PllX|>al < —.

1X] 20 <
Since fx(x) is symmetric, we get
1
2. E[Z] = E[X|+aE[Y] =0.
EX|Y =y] = E[Z]Y =y] - aE[Y]Y =y]
= FE[Z]—ay
= —ay.

100 100
E[X] = /0 rfx(x)dr = /0 mdm = 50.

Given that X > 65, X is uniformly distributed in [65,100]. Therefore, we have

100

100
E[X|X > 65] = / 2fx(z|X > 65)dx = / L dz = 82.5.
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4. EX] = Z o We know
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Differentiating with respect to a, we get
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Therefore, we have E[X] = a.
Differentiating (1) twice with respect to a, we get
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Therefore, we have E[X?] = a? + a = Var(X) = a.

5.
o0 [e'S) —)\x
E[X] —/ e Mz :/ zd(—e ) = e o] —I-/ e Mdr =0+ —
0 0
Fr(a]X > 2) { 0 x <2
x\@ = = fx(x
sy @22
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PIX>2= [ Xe dz= = e 2,
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Therefore, we have
0 <2
fX(x’X>2)_{ Ae—M@—2) x>2
—A(z—2) |*®

EX|X >2]= / ahe M2 dy = 7x€—>\(x—2)’;>°+/ e My = 24 67/\
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6. (i) MSE(c) = E[(Y — ¢)?]
respect to ¢ to be 0, we get
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%5(6) N _/O:O 2(y — ) fr(y)dy = 0
ie.,
c= /O:o yfy(y)dy = E[Y].
Also,
% _ /O:o 2fy(y)dy =2 > 0.
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(y — ¢)?fy (y)dy. Setting the derivative of MSFE(c) with



(i) B(Y - g(X))?) = EIE[(Y - g(X))?|X]], ie.
BIY — 9(X)*) = [ B - (X)X = ol x(w)da.

Since fx(z) > 0, we minimize E[(Y — g(X))?] by minimizing E[(Y — g(X))?|X = z] for each
z.

BIY = (X)X =a) = [ (g = g(@) Sy (51X = a)dy.

o0

As in part (i), the best choice for g(x) is
g(x) = /_ yfy (y|X =a)dy = E[Y|X = a].

. Since X is a zero-mean Gaussian with variance o2
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9"Px(s)
EX" = ———— .
[X"] FE
Therefore, E[X"] = 0 when n is odd. When n is even and n = 2m, we have
o 2m)!
9"0x(s)| L Ml o (g5 (o — 3).(2m — 1)) 0.

68” s=0 - m'2m

Tle) = gy 570 e}
where |C| = 36 and
1 30 —18 0
0—1:% -18 18 0
0 0 6
b) E[Y] =0 and
330 1
ot =112 1|3 50 2 | =41.
0 0 6 -1
Y is Gaussian with zero-mean and variance 41.
c) E[Z] =0 and
5 -3 -1 330 5 -1 -1 36 0 O
Cz=1]-1 3 -1 350 -3 3 0= 03 0
1 0 1 0 0 6 -1 -1 0 0O 0 9

Z is a 3-dimensional zero-mean Gaussian random vector with covariance matrix C'y.



9. (a) X, is a zero-mean Gaussian with variance 2.
1 3
fx,(z2) = exp{——Z}.

(b) fxu(@1]Xp = ag) = $X0X2(122),

fXQ( )

1 2 —r
2 -1
det (C)=2—7r* and C :2—7“2[ ]

Therefore, we have

1
— eXp
fx (1| Xo =20) = V2T

{—2(2—%(256% — 2rzixo + :1:%)}
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Given Xy = x9, X1 is Gaussian with mean 52 and variance 1 — %-.

10. (a)

[\D

¢x(s) = exp {§ m TC’S}

Ox,(s1) = ¢x(8)],,_o = eXp{

)

Therefore, X is Gaussian. Similarly, X can be shown to be Gaussian.

(b)
fxi(x1) = /_OO Ix1,% (@1, T2)dwo




Similarly, we can show that

2
fx,(z2) = 1 exp{—ﬁ}.

11. E[Y] = AE[X]+b. Let Cx and Cy denote the covariance matrices of X and Y respectively.

Cy = E[Y-E}Y])(Y-EY)T
= E[(AX - E[X)))(AX - E[X]))"]
= ACx AT

12. X is proper if all the elements of E[(X — E[X])(X — E[X])T] are zero.
X - EX] = (X, - E[X,]) +j(X; — B[X])

E[(X - EX)(X - EX])T] = E[X, - BEX,))(X, - E[X,])"]
+iE[(X, E[Xr])(Xz BIX;))!]
+E[(X; - E[X z])(Xr ElX T])T]
—E((X; - BIX,])(X; - E[X;)T]

Therefore, we need
E[(X, - BIX,))(X, - E[X,))"] = E[(X; - E[X;])(X; - E[X))"],

and
E[(X, - E[X,])(X; — E[X,)"] = —E[(X; — E[X,)(X, — EIX,])"].

Since E[(X, — E[X,])(X; — E[X,]))"] = B[(X; — EIX,])(X, — E[X,])"], we have
E((X, - EIX,)(X; - E[X,])"] = -B[(X, - EIX,])(X; - BX,)"]".

This means that the diagonal elements of E[(X, — E[X,])(X,; — E[X;])T] are zero, i.e., the real
and imaginary part of each component in X are uncorrelated. Thus, the required conditions
are:
(i) The vectors X, and X, should have the same covariance matrix.
(ii) The vectors X, and X, should have a cross-covariance matrix that is skew-symmetric.
13.

d9x(s)
E[Xk] Dk s=0
0px(s RN

Therefore, we have
E[Xi]=m; and E[X]=m.



R=EXX"]=C+mm".

o0 0
Ry = a—ska—SZQK (s) o
2
1 n
Ry = {6x(s) [Crr + (mk + Crrsy + 5 > (Cri+ Cjk)5j>
i=Lj#k -
s=0
= Cix + m%
1 1 n
Ry = @bi(ﬁ) i(ckl + Ci) + | mi + Crrsi + 3 Z (ij + Cjk)sj
j=Lik

1 n
(ml + Cusi + B Z (Cj + Cﬂ)Sj)] }
s=0

j=1,j#1
1
= §(Ckl + Ci) + mymy

= Ci +mpmy

Therefore, the covariance matrix of X is C.

. The covariance matrix Cy of [V} YZ]T is

2(1+ p) 0 ]
0 21—=p) |~

Therefore, Y7 and Ys are uncorrelated. Since they are also jointly Gaussian, they are inde-
pendent.

. The covariance matrix Cy of [Y; Y57 is

1 o2 poroy | [ L L
C — g1 (o) g1 g2 .
| 2(14p) 0
Oy = 0 2(1—p) |

Therefore, Y7 and Ys are uncorrelated. Since they are also jointly Gaussian, they are inde-
pendent.



