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Abstract 
The paper describes a scheme for  detecting and 

tracking people in images. The method effectively com- 
bines statistical information about the class of people 
with motion information for  classification and track- 
ing. In this scheme, the u n h o w n  distribution of the 
rmages of people is approximately modeled by learning 
higher order statistics (HOS) information of the ‘peo- 
ple class’ from sample images. Given a test image, 
statistical information about the background is learnt 
dynamically. A motion detector identifies regions of 
activity in the image sequence. A classifier based on an 
HOS-based closeness measure then determines which 
of the moving objects actually correspond to people in 
motion. The tracking module uses position infonna- 
tion and an HOS-based difference measurement vector 
t o  establish correspondence. When tested on real video 
data with a cluttered background, the performance of 
the method is found to  be quite good. The method can 
also detect people in static imagery. 

1 Introduction 
Detection and tracking of people in images is a very 

important problem and has been receiving attention 
for a considerable amount of time. The task is a chal- 
lenging one due to various reasons. People are non- 
rigid objects and it is very difficult to describe them 
analytically. Typically, the images of people present 
a significant variability in color and texture patterns 
within the boundaries of the body. Changes in orien- 
tation of the body due to motion must also be accom- 
modated. Moreover, imposition of any constraints on 
the background must be usually avoided. The increas- 
ing availability of video sensors and high performance 
video processing hardware opens up exciting possibil- 
ities for visual surveillance, human motion analysis, 
and scene understanding. 

Representative works on earl detecting and track- 
ing systems may be found in fl] to [4]. These ap- 
proaches rely heavily on hand-crafted models and ob- 
ject motion. In [l], Akita uses stick figures and gener- 
alized cone approximation of body parts. Tsukiyama 
and Shirai [2] find candidate persons based on the 
mean and the variance of brightness of an image area 
and detect them by using models of the toe. Leung 
and Yang [3] use a voting process to determine candi- 
date edges of moving body parts. In [4], Rohr uses a 
volume model consisting of cylinders to represent the 

human body. 
Recently, real-time systems have been developed 

that are comparatively more robust. These include 
the Pfinder [5] and W4 [SI which use background scene 
modeling along with a combination of shape analy- 
sis and motion models to detect and track people. 
While Pfinder relies on color cues, W4 is designed to 
work with monochromatic imagery. In [7], a graph- 
theoretic approach is suggested which uses change de- 
tection along with first-order prediction for moving ob- 
ject analysis. Papageorgiou et al. 81 describe a pedes- 

image representation and the support vector machine 
for learning and classification. This scheme can also 
detect people in a single image. In [9], Kanade et al. 
use background subtraction for moving object detec- 
tion and a neural network for classification. In [lo 

object motion for detection. Classification is done 
based on physical parameters of the object such as 
area and perimeter. Tracking is performed by corre- 
lation matching of image templates. 

The detection and tracking scheme described in this 
paper uses higher order statistics (HOS) of images of 
people to get a better approximation to their unknown 
distribution. Training data samples of people are first 
clustered and the statistical parameters corresponding 
to each cluster are estimated. Clustering is based on 
an HOSbased decision measure which is obtained by 
deriving a series expansion for the multivariate proba- 
bility density function in terms of the Gaussian func- 
tion and the Hermite polynomial. Background infor- 
mation is learnt ‘on the fly’. Simple frame differenc- 
ing followed by thresholding and morphological opera- 
tions are used to segment the moving objects from the 
background. An object discrimination module uses 
the statistical parameters of the ‘people class’ and the 
background, in conjunction with an HOSbased differ- 
ence measure, to decide which of the moving objects 
correspond to people in motion. Position constraint 
along with an intensity constraint based on the HOS 
based difference measurement is used for tracking the 
people over an image sequence. 

The HOSbased closeness measure has very good 
discriminating capability. We now discuss detection 
of people in static imagery as well as video, using this 
measure. 

trian detection system that uses t h e Haar wavelet for 

Lipton et al. use temporal differencing along wit k 
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2 Two-Class Pattern Classification Replacing t by t + E, 
Let 2 be an N-dimensional pattern vector in the 

N-dimensional Euclidean pattern space 0,. Consider E 
the two-class problem with the hypothesis 

H I  : 1: belonging to class w1. 

H2 : E belonging to class w2. 

exP (iT3 * 

Expanding this equation in Taylor series, we obtain 

The hypothesis testing problem may be interpreted as 
dividing the pattern space Cl= into two disjoint regions 
Cl1 and 0 2 .  If the observed sample is in Cll, we 
accept the hypothesis H I  and decide that belongs 
to w1. If z is in 0 2 ,  we accept H2 and decide that a: 
belongs to w2. 

Let the a priori probabilities for the two classes be 
P w1) and P(w2). The Bayes classification rule which 

ability can then be expressed as follows [ll]. 
is b ased on the maximization of the a posteriori prob- 

If f~ (Z lWl )P(Wl )  > f z ( : lw2)~(w2)  then Z E w1. 

If ~ ~ ( ( C I W ~ ) ~ ' ( W Z I )  > ~ ~ ( C I W I ) P ( W I )  then z E ~ 2 .  

Here, f&lwl) and f&lw2) are the conditional den- 
sity functions of given that g belongs to w1 and w2, 
respectively. The Bayes classifier leads to an optimal 
partition of the feature space of into two disjoint 
regions RI and 722 such that the average cost per de- 
cision (also called the Bayes risk), is minimized [ll]. 

We denote 

fi(Z) = f z ( ~ I w i ) ,  i = 1 , ~  

In practise, the conditional density is usually mod- 
eled as Gaussian, for mathematical convenience. How- 
ever, with respect to the class of people and the back- 
ground patterns, it is quite unlikely that they would 
be governed by a simple Gaussian distribution. Hence, 
we use an HOSbased expansion (derived in the next 
section) for modeling the conditional densities fl(2) 
and f2(2 , corresponding to the people and the back- 
ground dass, respectively. The expansion uses higher 
order statistics of the data to get a better approxima- 
tion to the underlying unknown density function. 

2.1 HOS-Based Expansion 
In this section, we derive a series expansion for 

a multivariate probability density function (p.d.f) in 
terms of the Gaussian function and the Hermite poly- 
nomial. An HOSbased decision measure is then de- 
rived from this expansion. 

Let the random vector X = [XI  X2 . . .XnrIT and 
- X - N(Q,I). If t = [tl t 2  ...?NI=, then the mo- 
ment generating function of X is given by O(i)  = 
E [exp ( iTX)] .  Since these random variables are sta- 
tistically independent, O(t) = exp ( frtTt). Therefore, 

E exp t T X -  -tTt = 1. [ ( :- -)I 

where @ represents the tensor product and = 
t@t@ ... @,t.ThematrixIqaqrn =Oqaqm f o r n # m  - 

n tinre. 
and Iqpq,, = &,, for n = m, where O,, "t is the zero 
matrix with qn rows and q,,, columns w h e  I,,, is the 
identity matrix of dimension qn. The vector Tn(Z) is 
given by 

T 
and 

Zf) and =(:) are given by qn and qm, respec- 
tive y. By equating the coefficients of t and on both 
sides, we obtain the following important orthogonality 
relation 

Note that the expectation is w.r.t N(Q,I). In (l), 
.&(E) is a vector whose elements are given by the 
product (nZ1 w) for all permutations of k;, i = 
1,. . . N, such that ELl k; = n. The dimensions of 
the vectors H (z) and &(g are given by pn and 
p,,,, respectiay, The term &ki(zg is the Hermite 
polynomial of order kj and is define as 

= [a ala a .. .&-I . The dimensions of 

E [B~(x)E(x)] = Ipnprn (1) 

Similarly, one can derive an orthogonality relation in 
terms of N ( 1 ,  R) as 

E [ &  ( R - * ( x - ~ )  E ( R - * ( x - ~ ) ]  =Ipnprn > 

where R* = U D i U T ,  and U and D can be ob- 
tained through an eigenvalueeigenvector decomposi- 
tion of the matrix R. Let = R-*(X - 14) and 
- y = R-)(g - pJ. If X has mean 1 and covariance 
R, then using the above orthogonality relation, the 
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multivariate probability density function f(g) can be 
written as 

In accordance with the Bayes classification rule, we 
define the HOSbased closeness measure as - log f(g) 
which is given by 

i 03 

- logN(p, R) 1 + E [LT (E))] E n  @) * (3) ( n=3 

When f ( ~ )  is Gaussian, the HOSbased decision mea- 
sure neatly reduces to the Mahalanobis distance. 

3 Detection in a Single Image 
In this section, we propose an HOSbased people 

detection scheme that finds people by searching an 
image for different views of people at all points of the 
image and across different scales. The methodology 
involves statistical parameter estimation of the ‘peo- 
ple class’, dynamic background learning, and classifi- 
cation. 

We use a statistical distribution-based model for 
people as well as the background. It is to be ex- 
pected that the conditional density function for :hese 
two classes is unlikely to be well-modeled by a simple 
Gaussian fit N(E, R). The unknown p.d.fs’ fl(g) and 
I&) are ap roximated up to their mth order joint 
moment by 6)  which uses higher order statistics to 
get a better approximation to the unknown p.d.fs’. 
As a compromise between accuracy of representation 
and computational complexity, we chocee n = 3 in our 
experiments. 
3.1 Statistical Parameter Estimation 

We model the distribution of people by fitting the 
data samples of people with multi-dimensional clus- 
ters. The idea of using multi-dimensional clusters to 
model the p.d.f may be traced back to the works in 
[12]. Traditional k-means clustering algorithms based 
on the Euclidean or the Mahalanobis distances [ll, 131 
work satisfactorily under Gaussian assumptions. How- 
ever, if the actual distribution of the data is non- 
Gaussian, then traditional k-means may fail to yield 
satisfactory results. Hence, we use a modified k-means 
clustering algorithm that utilizes higher order statis- 
tics for improved clustering. The closeness measure 
that we use for clustering is given by (3). It was 
found, after some experimentation, that SIX clusters 
were adequate for our purpose. The data samples in 
the clusters are used to learn the mean, the covari- 
ance and the joint third-order statistics corresponding 
to each of the clusters. 
3.2 Dynamic Background Learning 

Given a test image, the background is learnt dy- 
namically as follows. Initially, the test image is 
scanned at its highest resolution for image patterns 
that are not people. Since background patterns usu- 
ally far outnumber people in a given test image, the 

trick is to use a loose threshold to separate back- 
ground patterns based on the already available sta- 
tistical knowledge of the people. Naturally, a loose 
threshold will not capture all the background pat- 
terns. However, since the background usually consti- 
tutes a major portion of the test image, it is possible to 
get sufEcient number of samples that are not people. 
These patterns are next distributed into six clusters 
using the HOSbased closeness measure and the sta- 
tistical parameters corresponding to each of the six 
clusters are estimated. 
3.3 Locating People 

The test image is searched for the presence of people 
at all points in the image and across different scales by 
using the HOSbased measure given by (3). A-vector 
of difference measurements of the test pattern is com- 
puted with respect to each cluster (six correspondin 
to people and six corresponding to the background? 
using the HOSbased closeness measure. If the mini- 
mum difference value corresponds to that of a people 
cluster and is less than a specified threshold, the test 
pattern is declared as belonging to the ‘people class’, 
else not. The above condition helps to reduce the false 
alarms considerably. Knowledge of the background al- 
lows us to relax the threshold which in turn leads to an 
improvement in the people detection rate while simul- 
taneously keeping down the number of false matches. 

4 Detection in Video 
In most practical situations, it is moving objects in 

a scene that are primarily of interest. When an image 
sequence or video data is available, motion-based in- 
formation can be exploited to achieve better accuracy 
and speed as the search can be now restricted to areas 
in and around the motion regions only. 

In our approach to detection and tracking of peo- 
ple in video, we first identify regions of the image that 
contain moving objects by a combination of thresh- 
olding and morphological operations. A discrimina- 
tion module then ascertains whether the moving ob- 
jects correspond to people in motion or not by using 
an HOSbased statistical classifier. Tracking a sub- 
ject over subsequent frames is carried out by finding 
the closest match in the next frame based on certain 
constraints, such as continuity of position ceordinates 
and the HOSbased difference measurement values of 
the object with respect to the clusters. Note that the 
HOSbased closeness measure constitutes an impor- 
tant component in both our detection and tracking 
modules. We now describe each of these modules in 
brief. 
4.1 Segmentation 

Assuming a stationary camera, foreground objects 
are segmented from the background in each frame of 
the video sequence by frame differencing followed by 
thresholding. However, simple thresholding can result 
in incomplete extraction of a moving object, erroneous 
extraction of non-moving pixels, and legitimate ex- 
traction of illegitimate objects. Hence, morphological 
operations are used to reconstruct incomplete targets 
and to remove extraneous noise. A judicial combi- 
nation of the erosion and dilation operations removes 
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isolated noise detections and connects the fragments 
of objects produced by the pixel-based detection d e  
cisions into contiguous motion regions. The result of 
the morphological operations is a binary image with 
the areas of motion identified. The illegitimate targets 
must be subsequently removed by the HOSbased clas- 
sifier. 
4.2 Object Discrimination 

Once the motion regions are identified, the task is 
to determine which of the moving objects actually cor- 
respond to people in motion. This is carried out by 
statistical learning, image search and classification. 

4.2.1 Statistical Learning 
The learning process consists primarily of gathering 
statistical information about the class of people and 
the background. This is achieved as follows. 

0 An HOSbased k-means clustering algorithm is 
used on a training set comprising of images of 
people to derive information about the mean, the 
covariance and the joint higher order statistics 
(usually up to order 3) corresponding to each of 
the six clusters. 

Given the image frame and the knowledge-base 
of the people class, the statistics of the back- 
ground (mean, covariance and HOS correspond- 
ing to each of the six clusters) is then learnt us- 
ing the dynamic background learning algorithm 
described in Section 3.2. 

4.2.2 Image Search 
In this step, we search for the presence of people in 
and around the detected motion regions. A window 
of suitable size is chosen about each of these regions. 
The area within the window is then searched for pos- 
sible target at all points and across different scales. 
The size of the window is not very critical. For each 
test pattern within the window, a vector of HOSbased 
difference measurements of this pattern is computed 
with respect to each of the 12 clusters using equation 
(3) and the available statistical knowledgebase of the 
people and the background. The vector of difference 
measurements corresponding to each test pattern is 
then passed on to the classifier along with the cen- 
troidal locations of the test patterns. 

4.2.3 Classification 

The classification procedure is as follows. 
Step 1. Based on the vector of difference measure- 

ments obtained from the search step, that test 
pattern x* and the cluster i* which result in a 
minimum difference value for a given motion re- 
gion are determined as 
x*,i*=arg min -logN&,&) - 

2.r.zEC; 

In the above equation, CC represents the ith clus- 
ter and 1 5 i 5 12. The first 6 clusters are used 
to model the class of people while the rest of the 
6 clusters are used to model the background. 

Step 2. The test pattern x* is classified as belonging 
to the people class if the following two conditions 
are met: 

a. The HOSbased difference measurement value 
is less than an optimally selected threshold 
value To. 

b. The cluster corresponding to the minimum 
value of x* belongs to the set of people clus- 
ters. 

In other words, x* belongs to the class of people 
class if 

and 
1 5 i* 5 6 .  

Step 3. If the test pattern x* belongs to the class of 
people, then the centroid of the test pattern along 
with the vector of HOSbased difference measure- 
ment values are passed onto the tracking module. 

Step 4. The above steps are repeated for every m e  
tion region to check for the presence of people 
within each motion region. 

In Step 2a above, the threshold TO is determined em- 
pirically from several frames. 
4.3 Tracking 

The tracking module must be capable of tracking 
multiple people against complex background. Most 
systems for target tracking are based on either the 
Kalman filter or the correlation technique. However, 
we describe here a scheme that uses centroidal loca- 
tions in conjunction with the HOSbased difference 
measurement vector for tracking. The tracking proce- 
dure consists of the following steps. 

Step 1. The centroid corresponding to a detected 
foreground region is compared with the centroids 
of the objects detected in the earlier frame using 
the simple Euclidean norm. 

Step 2. If the difference in the displacements of the 
centroids is less than a certain threshold value, 
then correspondence is established. 

Step 3. If there are multiple foreground regions that 
are likely candidates for match with an object in 
the previous frame, then the average value of the 
HOSbased difference measurements is used to es- 
tablish a unique correspondence. 

. .  - . 
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The tracking method described above works satis- 
factorily as long as the positioning of the people is not 
very complex. Velocity estimates could be computed 
for the motion regions and used together with the loca- 
tions of the centroids for improved performance. The 
method could fail under occlusion or when people cross 
each other. 

5 Experimental Results 
We present results on the performance of the p r e  

posed HOSbased people detection system for both 
static and video image data. The training set con- 
sisted of about 500 grey images of people, each of di- 
mension 16 x 32 pixels. The system was tested on 
real images with complicated background. The train- 
ing set was distinct from the test set. 

Figure 1 shows the output results for some test 
static images. Each detected object is represented by 
drawing a box around it. Multiple boxes represent de- 
tection at different scales. Considering the complexity 
of the problem which lies in being able to detect p e e  
ple under different lighting conditions and positional 
orientations, we note that the method is able to detect 
people quite well in all the images. 

The method was next tested on real video data 
comprising of many people moving around in a park- 
ing lot. The image sequence was captured with a 
stationary camera. Each of the detected objects is 
represented by a box with a certain grey level. The 
grey value of the box is an identity assigned to a de- 
tected object so that the correctness of the tracking 
algorithm can be deciphered. Figure 2 shows the out- 
put results corresponding to some of the fiames in the 
image sequence. Note that all the people have been 
detected and correctly tracked in each of the frames. 
Even those with non-frontal views are detected. The 
potential of the HOSbased closeness measure is quite 
evident from the results. The system is quite capable 
of detecting and tracking multiple people in motion in 
natural outdoor lighting conditions, while simultane 
ously being able to reject background clutter. 

6 Conclusions 
We have described a scheme for detecting and 

tracking multiple people against a cluttered back- 
ground in image sequences. The method effectively 
combines statistical informaticn about the target ob- 
ject with spatietemporal information for classification 
and.tracking. It derives the higher order statistics 
from data samples of people to get a better approxima- 
tion to the distribution of people. Motion information 
is used to localize moving objects. The background is 
learnt dynamically while testing. The detection mod- 
ule uses an HOSbased classifier to determine which 
of the moving objects actually correspond to people in 
motion. Detected people are tracked over subsequent 
frames using position co-ordinates and the HOSbased 
difference measurement of the target object. The sys- 
tem successfully detects and tracks multiple people, 
even against complex backgrounds. The algorithm is 
also robust to orientation, changes in scale, and light- 
ing conditions. 

There are several directions that we are pursuing to 
improve the performance of the system and to extend 
its capabilities. When the motion regions become too 
many, the task of isolating them can be quite difficult. 
We are currently working on this issue. Investigations 
are also on to improve the tracking module to handle 
situations such as temporary occlusions. Derivation of 
the bounds on the error in classification is underway. 
We hope to extend this scheme to moving platforms 
in conjunction with image stabilization algorithms. 
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Figure 1. Representative results on static imagery using the proposed scheme. 

Figure 2. Detection results for video data. (a,b,c) Frames 5, 25, and 45, respectively. 
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