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On the Analysis of Noise and Interference in
Instantaneously Companding Signal Processors

Lászĺo Tóth, Yannis P. Tsividis,Fellow, IEEE, and Nagendra Krishnapura

Abstract—Certain issues in the analysis of the effects of noise
and interference in instantaneously companding signal processors
is discussed. Important differences from the analysis and effects
encountered in conventional signal processors are pointed out,
and are illustrated by deriving analytical results for deterministic
small interference and stationary random noise in a first-order
instantaneously companding filter. The theoretical calculations
are successfully compared to experimental results.

Index Terms—Companding, noise, log-domain filters.

I. INTRODUCTION

COMPANDING (compressing/expanding) signal process-
ing has been proposed as a way of maintaining adequate

dynamic range in integrated circuits with low power supply
voltage [1], [2]. Companding is also present, to a small or
large extent, in circuits proposed with a different purpose
in mind, namely to achieve linear tunable signal processing
using nonlinear circuit elements [3]–[5]. Such circuits will
also be referred to as “companding” in this paper. Although
such circuits perform linear operations on the input signal,
they are nonlinear from internal points to the output. This
fact leads to unusual behavior with respect to noise and
interference [6]. In this paper, a preliminary investigation
of this behavior is undertaken. The inadequacy of classical
analysis techniques, commonly applied to conventional signal
processors, are pointed out, and methods for the analysis of
noise and interference in companding signal processors are
discussed. The paper emphasizes instantaneously companding
signal processors. However, the techniques considered are
relevant to the analysis of syllabically companding signal
processors as well [6], as will be discussed.

Throughout this paper, a first-order system is used as an
example. This is done both in order not to allow complexity
to obscure the results, and because integrators are the dominant
building blocks in high-order filter structures. The application
of the techniques discussed to higher order structures is, in
principle, straightforward, albeit lengthy, necessitating the use
of appropriate computer programs.

We consider a prototype signal processor with linear in-
put–output behavior, characterized by a transfer function of
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Fig. 1. Linear first-order system.

the form:

(1)

where and are known constants. This prototype can be
implemented as in Fig. 1. The state variable description of
this system is:

(2)

(3)

where is the state variable, and is its time derivative. We
now consider a system with the same input–output behavior,
but with a state variable, which is related to by [2], [5]

(4)

where is a monotonic function with continuous nonzero
derivative for all . Using (4) in (2) and (3) we obtain

(5)

(6)

or, using , where is the derivative
of with respect to :

(7)

(8)

An implementation of these equations is shown in Fig. 2. In
this system, the square blocks represent memoryless nonlin-
earities, whereas the triangle is a gain block. The behavior
between and is linear and is still described by (2) and
(3) [2], [5]. In a log-domain circuit [2], [3], [5], is
an exponential, and , are currents, leading to efficient
implementation with bipolar transistors.

We now consider the effects of small additive interference
and noise signals (referred to jointly as “noise”) on this system.
It is obvious that noise at the output is simply added to, and
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Fig. 2. Input–output linear first-order system.

(a)

(b)

Fig. 3. (a) Memoryless processing of interference. (b) Equivalent
small-signal system.

that noise at the input is processed along with the signal by
the transfer function in (1). However, noise at internal points
undergoes nonlinear signal processing. This is demonstrated by
considering two representative cases in the following section.

II. TIME RESPONSE TOSMALL INTERFERENCE

AND NOISE AT INTERNAL POINTS

A. Memoryless Processing of Small Interference and Noise

Consider the additive noise shown in Fig. 3(a). This
noise source does not affect anything to the left of it, so
is not influenced by it. The output is

(9)

Assuming that is sufficiently small, we can use the approx-
imation

(10)

The amount by which this differs from the outputof the
noiseless system in (8), is defined as the output noise.
From (8) and (10)

(11)

where

(12)

A straightforward way to obtain for a given is to
compute using the transfer function in (1), and then use (3)

(a)

(b)

Fig. 4. (a) Interference processing involving elements with memory. (b)
Equivalent small-signal system.

and (4) to obtain . Substituting
into gives according to (12).

The result in (11) can be represented by the equivalent
small-signal noise system in Fig. 3(b). As seen, the noise

is processed by a linear time-varying (LTV) memoryless
system, with a time-varying gain dependent on . A relevant
characterization of an LTV system involves its response to a
delayed delta function [7]. For the system in Fig. 3(b),
replacing by , and denoting the resulting output
by , we have

(13)

(14)

The Fourier transform of this response withas the “time”
variable is

(15)

Such transforms are used in the analysis of LTV systems [7]
and linear periodically time-varying (LPTV) systems [8]. For a
known , one can obtain by using basic techniques
of Fourier transformation [7], [8]. This would be useful, for
example, for calculating the effect of a small interfering signal
finding its way to the input of the block in Fig. 3(a),
coming from another part of the chip containing the processor
under study.

B. Interference and Noise Processing Involving
Elements with Memory

Consider now the additive noise at the summer, as shown
in Fig. 4(a). This can represent external interference, or the
output noise of the left-hand block, or the output noise of
the upper block, or the equivalent input referred noise of the
integrator. Now the state variable is affected, and will
be different from in Fig. 2. Writing the state equations
for Fig. 4(a) we have

(16)

(17)
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or, multiplying both sides of (16) by and using

(18)

(19)

Subtracting (5) and (6) from (18) and (19), respectively, we
obtain

(20)

(21)

Define the output noise (relative to the noiseless system in
Fig. 2) as

(22)

Replacing in (20) by gives:

(23)

Since has been assumed continuous, ifis sufficiently
small we can replace by in (23). Thus, we have

(24)

where has been defined in (12). The differential equation
in (24) is linear with respect to , and can be repre-
sented by the small-signal noise equivalent system of Fig. 4(b).
This is again a LTV system between and . Its response

(at the output ) to a delayed delta function
(at the input ) is

(25)

where stands for convolution and is the impulse
response corresponding to in (1). The Fourier transform
of the response w.r.t. the variable is

(26)

Again, for a known one can use (24)–(26) to analyze
the behavior of the system. Our analysis so far has placed no
restriction as to the nature of the “noise,” other than that its
magnitude is small. It can thus be applied, for example, in
the evaluation of the signal processor output when the “noise”
is deterministic interference. The following section deals with
the special case where the “noise” is true random noise.

III. RESPONSE TOSTATIONARY WHITE NOISE

IN THE PRESENCE OF APERIODIC INPUT

If or is random noise, the evaluation of the output
noise can in general be very complicated. We have found
explicit expressions under the following two assumptions.:

• the noise is wide-sense stationary and white,1 with zero
mean (an assumption which is not always valid—see
below);

1Assuming white noise also serves to keep the discussion simple. Colored
(nonwhite) stationary noise sources can be modeled by using appropriate
noise-shaping filters, as in, say [9]. After including the noise-shaping filter
into the system to be analyzed, one can apply the techniques described in this
paper.

• the input is periodic, and the corresponding noiseless
system (Fig. 2) has reached steady state.

In such cases, we can evaluate the output noise power
spectral density (PSD) by [8]

(27)

where is the PSD of the noise excitation,is the period of
the input, and is the Fourier transform of the response
of the corresponding small-signal LPTV system (see Section
II) to a shifted delta function .2

For the noise source (see Section II-A) with PSD we
have, using (15) and (27), a corresponding output PSD of

(28)

where

(29)

For the noise source (see Section II-B), assuming a PSD
we have, using (26) and (27), a corresponding output PSD of

(30)

or, using (1):

(31)

If and are uncorrelated, their combined effect on the
output PSD can be found by adding and . However, if

and represent interference, it is likely that they will
be correlated.

IV. DISCUSSION

It is clear from the above analysis that companding signal
processors respond to interference or noise at internal points,
in a manner quite different from conventional processors. The
following observations are in order.

1) As is evident from the equivalent systems in Figs. 3(b)
and 4(b), small interference or noise finding its way to
internal points will be modulated by the signal, and will
produce intermodulation components between the input
frequencies and the interference or noise frequencies.

2) The amount of output noise or interferencedepends on
the signal level[6]. This is evident from the fact that
in (28) and (30) the factor appears. This factor, given
by (29), depends on and thus on through (12);

, in turn, depends on the input as seen in Fig. 2.
3) The amount of output noise or interferencedepends

on the signal shape. This is again evident from the
dependence of on .

4) If more than one signal is present at the input, the
combinedsignal determines the output noise, through

in (12) and (29). The possibility thus exists that
2The original proof of (27) in [8] assumed Gaussian white noise source, but

the same formula can be obtained as a special case of the more general result
in [10] (see, e.g., [11]) with general (not necessarily Gaussian) wide-sense
stationary white noise.
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the noise caused by the presence of a large signal can
“drown out” a small signal at the output. This can happen
even if the large signal itself is out of band and is thus
absent at the output. This is because, at the output of
intermediate stages, such a signal might not have been
sufficiently rejected, and thus, its large magnitude can
increase the noise level at those points and cause the
above problem.

In Section III, it was assumed that the noise sources are
stationary. The reader is cautioned that this may not be the
case for all noise sources in a companding signal processor.
This is because, in contrast to small-signal applications, the
devices in a companding signal processor can undergo large
signal excursions (if these excursions are slow, they can
be viewed as slowly varying bias points; for example, the
nonstationarity of bipolar transistor shot noise in such a case
is intuitively expected). Such cases cannot be handled in a
general way as above, since they are totally dependent on
the details of the circuit implementation. Correlations between
noise sources (such as those caused, for example, by a common
bias string) further complicate the picture. Such cases can
be handled, in principle, by incorporating nonstationary noise
models as in [9], [13], [15], but the complexity involved
makes simulation indispensable. Such simulation cannot be
done using conventional small-signal “AC” noise analysis, but
instead requires specialized programs [9], [14], [15].

Although this paper focuses on instantaneously companding
signal processors, the analysis techniques discussed are rele-
vant to syllabically companding ones too. In fact, from the
point of view of noise, such processors can in some cases
be treated as LTV systems not approximately as above, but
exactly [6]. The noise properties of such processors, though,
can depend strongly on the details of circuits outside the
main signal path, leading to the “envelope-transient noise”
phenomenon [6].

V. EXAMPLES

Consider the log-domain circuit in Fig. 5 [2], [16]. The
quantity represents a stationary noise current which, for
example, can originate in the devices that develop, or can
represent external interference. Assume first that . An
analysis can be performed [2], [16], [17], assuming all base
currents are negligible, and writing Kirchoff’s current law for
the node “ ,” and using exponential relations between the
base–emitter voltages and the collector currents. This gives
equations of the form of (7) and (8), with

(32)

(33)

(34)

where is the reverse saturation current of the transistors
(assumed the same for all the transistors) and is the
“thermal voltage” ( , 26 mV at room temperature).

Fig. 5. First-order class-A log-domain circuit.

If , the equations are in the form of (16), (17) with

(35)

Equations (1), (33), and (34) give

(36)

Consider an input of the form

(37)

Using (36), we obtain for the noiseless case

(38)

where

(39)

(40)

(41)

From (12), (32), and (38) we have

(42)

This can be used in (29) to calculate. The result is

(43)

A related result for this special case is given in [18] and [19].
In order to obtain some intuition about these calculations,

notice that, if the input were a dc signal and the circuit were
in steady state, the noise PSD at the output would be the PSD
of the noise across the capacitor times, where is the
transconductance of at the operating point. Here, instead,
the parameter involved is which, from (42), can be seen
to be theinstantaneous transconductance, , which varies
with the signal. From (29), then, it is seen thatis nothing
but the average of over the period of the input.

In order for in Fig. 5 not to turn off, the circuit must
operate in class A with in (37). This means
that can vary by at most a factor of 1.5 from the “no
signal” to the “full signal” condition. Thus, the variation of
noise with signal for this circuit is not strong. A much more
dramatic variation can be observed in class-AB or class-B
circuits, where signal currents can become much larger than
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Fig. 6. First-order class-B log-domain circuit.

quiescent currents. Such a circuit is shown in Fig. 6 [2],
[16], where and are the input currents, and
are the output currents, and the current represents noise.
Though this is a balanced structure, and does not fit exactly
into the discussion above, the analysis presented can still
be applied, although it is mathematically more involved and
contains certain approximations. Such an analysis is given in
the Appendix, and leads to the conclusion that, whenand
are alternate half cycles of a sinewave (so that the difference

is sinusoidal), (30) and (31) are valid with

(44)

where is the differential output current
in absence of noise. Therefore, when and are half sine
waves with amplitude , the value of becomes

(45)

where is given by (40). The result in (45) should be
compared to (43). Due to the absence of the dc term in this
expression, the noise, through, can vary drastically with the
amplitude of the signal.

From (45), it can be seen that the signal dependent term in
the expression for the PSD of the output noise (31) is in fact
directly proportional to the output signal power, resulting in a
constant signal to noise ratio. Integrating (31) over an interval

, the output noise power can be obtained as

(46)

From (35), it can be seen that , where is the
PSD of the noise current in Fig. 6. Using this and (45)
in (46), and recognizing that the output signal power is ,
leads to the following expression for the signal-to-noise ratio:

(47)

VI. EXPERIMENTAL RESULTS

Measurements were performed on the circuits of Figs. 5 and
6 implemented with discrete components using A,

A. These values result in krad/s. A
stationary noise current was injected, and was deliberately
made large in order to dominate all other noise in the circuit
and enable a comparison to the analytical results. The output

Fig. 7. Intermodulation components due to deterministic interference. Lines:
calculated spectrum; circles: measured values.

current was converted to a voltage using a transresistance
amplifier, and the noise was measured using a spectrum
analyzer. The experiments performed are described below.

1) Class-A circuit (Fig. 5):

• A sinusoidal interference of A
kHz was injected. The input to the filter

was A A kHz . From the
equivalent circuit of Fig. 4(b), the intermodulation
components were calculated. The calculated values
and the measured points are indicated on Fig. 7.

• White noise with a PSD of 0.35 nA/Hz was injected
as shown in Fig. 5. The input to the filter was

A A kHz . Using (31), (39),
(40), and (43) the output noise PSD was calculated.
The calculated curve and the measured points are
shown in Fig. 8.

2) Class-B circuit (Fig. 6):

• A noise current with a PSD of 0.35 nA/Hz was
injected as in Fig. 6. The output noise PSD was
calculated using ((31), (40), and (45). The calculated
curves and measured points are shown in Fig. 9. It is
apparent that the noise increases with an increase in
the signal.

• In order to verify that the signal-to-noise ratio is
a constant as described by (47), the output noise
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Fig. 8. Output noise current spectral density for the class-A circuit. Lines:
calculated spectrum; circles: measured values.

Fig. 9. Output noise current spectral density for the class-B circuit at two
different current levels. Lines: calculated spectrum; circles: measured values.

in a 0–100-kHz band was measured for different
signal levels with white noise injected as above. The
measured points, along with the value calculated from
(47), are shown in Fig. 10.

VII. CONCLUSIONS

Conventional techniques, used for the analysis of noise
in linear circuits, cannot be used for companding signal
processors. This is because the latter, although externally
linear, exhibit nonlinear behavior between internal points and
the output. Certain appropriate techniques for the analysis of
noise and small interference in companding signal processors
have been discussed. Explicit relations were given for the case
of stationary white noise with a periodic input. It is found that,

Fig. 10. Output signal to noise (0–100-kHz band) ratio. Lines: calculated
spectrum; circles: measured values.

in general, the output noise of such systems depends on the
input signal amplitude and signal shape. Log-domain circuits
were considered as examples and the theoretical predictions
were found to agree with experiments.

APPENDIX

In the appendix, the subscript2 will be added to the variables
that are influenced by the presence of noise. When we
consider the circuit in the absence of noise, the subscript2 will
be dropped. Using and given by (33) and (34), respectively,
a straightforward analysis of the circuit in Fig. 6 results in

(48)

(49)

We define the differential input signal and differential
output signal (including the noise) by

(50)

(51)

Using and given by (32) and (35), respectively, we
get from (48) to (51)

(52)

where the approximation has also been used.
If , (52) reduces to (2) and (3). Hence, the overall
circuit is externally linear with a transfer function given by
(36). Defining the output noise in the same way as in the
first relationship of (22) ( ) when , and
comparing (52) with (18) and (19) we can state that (24) is
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Fig. 11. Numerical solution fory2a(t) (solid line) in the nonlinear differential equations (54) and (55) and fory2(t) (dashed line) whereua(t) and
ub(t) are, respectively, the positive and negative half cycles ofu(t) whereu(t) is given by (37). The numerical values are:k = a = 76923 rad/s,
Ipu = 20 �A, and ! = 2� � 6000 rad/s.

still valid with

(53)

instead of (42). Thus if the (differential) input is given by (37),
then all the formulas in (38)–(41) are still valid. However,
for calculating in (53) has to be found from the
following nonlinear differential equations [see (48) and (49)]:

(54)

(55)

In addition, thesingle-endedinput currents and have
also to be known for computing in (53). We assume that

and consist of the positive and negative half-cycles of
, respectively, as in [16]. Then a detailed analysis of the

circuit in Fig. 6 shows that the differential output currentis
supported mostly by the left part of the circuit ( , , ,
and ) while the right part of the circuit ( , , , and

) is practically turned off for , and vice versa when
. This simplified view leads to an approximation which is

appropriate for computing in (29) in terms of
[see (53)]. For a sinusoidal (differential) input an illustration is
shown in Fig. 11. The single-ended has been obtained by
solving (54) and (55) numerically based on the values shown
in the caption of Fig. 11, while has been computed using
(38)–(41). It is seen that the two functions are very similar in
the interval . Thus, a reasonable approximation can be
given for in (29) and (53) as follows:

(56)

In particular, when is a sinusoid given by (37) with
, (56) simplifies to

(57)
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