
q Build a schematic of a 6T – SRAM cell with minimum sized 

PFETs, Pull down = 3*PFET size, and Access transistor = 2* PFET 

size. Simulate it and plot butterfly curve for margins

q Change Pull down size to 4*PFET size and re-simulate

q Change Access transistor size to 3*PFET size and re-simulate

q Change pull up device size to 2 original size and re-simulate

Class Exercise

Slide 1



Prevents multiple-bit soft error
Better aspect ratio

selected column non-selected column

WL

Column Select and Half-Select Issue



Column Multiplexing
Sometimes, we read subset of  bit line data (e.g: 128 columns à 16bit data I/O)
è Need to select part of bit lines to read-out.

B0 B1 B2 B3 B4 B5 B6 B7 B0 B1 B2 B3 B4 B5 B6 B7
A0
A0

A1
A1

A2
A2

Y Y
to sense amps and write circuits

No need to use complementary pass-gates. Only NMOS pass-gate is used. Why?
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q Alternative Cell Types (6 to 10T), Asymmetric Cells, Sub-

threshold Cells, Low – leakage cells

Topics

Slide 5



AL AR

NL NR

PRPL

Large N: Better READ performance. If too large, trip voltage of inverter becomes so low 
that cell becomes unstable.

Large A: Better Performance. If too large, storage node voltage goes high during READ, 
causing cell flip

Large P: Increase stability. If too large, hard to WRITE

The Balancing Act



R/WWL
WWL

WBL R/WBL

ARAL
PL PR

NR
Q

NL
Qb

• Split word line for Read and Write
• Single-ended Read / Differential Write
• Full swing domino Read with short bit line 

READ :  R/WWL = VDD and WWL = GND

WRITE:  R/WWL = VDD and WWL = VDD

6-T Single Ended Read



qDecreasing the size of only one side of NFET transistors 

will improve the cell 

a) Cell density

b) Read margin

c) Write margin

d) Hold margin

Refresher Question

Slide 8



Asymmetrical 6T SRAM: Device Sizing

l Read word-line separated from Write word-line
l Single-ended Read, differential Write

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

Sym.6T

160 mV

340 mV

Q (V)

Asym.6T 
with minimum size 
NL 200 mV

320 mV

R/WWL
WWL

WBL R/WBL

ARAL
PL PR

NR

Q

NL

Qb

Make the two sides 
unbalanced

Weaker NMOS

Trip voltage of PL-NL 
pair goes up

Shift of Q vs Qb curve

0

Iread

(J. Kim, ESSCIRC, 2006)

Asymmetry could be achieved through VT selection as well



R/WWL
WWL

WBL R/WBL

ARAL
PL PR

NR

Q

NL (FG)

Qb

0.0 0.2 0.4 0.6 0.8 1.0
Q (V)

0.0

0.2

0.4

0.6

0.8

1.0

300 mV
270 mV

320 mV

300 mV

160 mV

0.0 0.2 0.4 0.6 0.8 1.0
Q (V)

0.0

0.2

0.4

0.6

0.8

1.0

Cell 3 w/ NL=0.25um
sym. 6T

Cell 3 w/ NL=0.1um

(J. J. Kim et al., ESSCIRC, 2006)

l Bias back-gate of NL to GND. Front-gate as cell device & sizing down NL
l Left and Right SNM become comparable 
àOptimal SNM of asymmetrical cell

6T Asym SRAM in Double Gate Technologies



Access Xr : Off
Data Retained, due 
to back-to-back 
inverters

Workhorse 6T-Cell

WL=VDD

BL=VDD BLb=VDD

1 0

READ

Iread

WL=0

BL=VDD BLb=VDD

1 0

HOLD

Access Xr

Acess Xr: On
BL, Blb pre-conditioned, 
and then floated, one 
line discharges thru the 
cell (Iread), voltage 
sensed, Data Retained

Access Xr: On
Data driven on bit - lines
Data Flipped by over-
coming pull-up / pull –
down Xrs

WL=VDD

BL=GND BLb=VDD

WRITE

1 -> 0 0->1

Pull Up Xr Pull down Xr



Gate

SOI

S D

P+ halo

P-

N+ N+
P+ halo

G

S D

P++ halo

P-

N+ N+
P halo

G
S D

P+ halo

P-

N+ N+
P+ halo

G
S D

P++ halo

P-

N+ N+

G

Asymmetric MOSFET can be realized in multiple ways
Net Effect: I (drain – source ) = I (source – drain)

Sym. MOSFET

Modified Halo Modified Implant 
Energy

Single Sided Halo

Tilted implantation for 
asymmetric S/D extension

Asymmetric MOSFET



Read Operation

• Access Transistor in Fwd 
Mode
• Weaker than in Sym. Case
• Read Disturb Noise Reduced

Write Operation

• L and R Access Transistor in 
Fwd and Rev Mode respectively

BLb= VDD

WL = VDD

BL= VDD

VL=VDD VR=0

D S S D

Inner Cell BLb= 0

WL = VDD

BL= VDD

VL=0 VR=VDD

D S S D

Inner Cell

Asymmetric Access Transistors



R/WWL
WWL

WBL R/WBL

ARAL
PL PR

NR
Q

NL
Qb

Asymmetric 6-T Cells

Sym
NL

AL

PL

PR NR

AR

Straight 
Active 
region

Asym 
Size NL

AL

PL

PR NR

AR

Higher 
Vt 

doping

Asym 
Vt NL

AL

PL

PR NR

AR

S-D are 
distinctAsym 

Device NL

AL

PL

PR NR

AR

(J. Kim, CICC 2010, J. Kim EDL 2011)



q Which of the following is not true wrt asymmetric 6-T sram

cell 

a) Assymetric transistors can be used for pull down and access 

transistors

b) Assymetric sizing based sram cell has reduced pull down 

width on the side opposite to the read bit-line

c) Assymetric VT based sram cell does not provide any area 

benefit

d) All asymmetric transistor sram cells need single ended read

Question

Slide 15



Decoupled Read – Write Bitlines

READ 
Path

WWL

WBL WBLb

RWL

RBL

(L. Chang et al, VLSI Symp 05)



Decoupled Read – Write Bitlines

(L. Chang et al, VLSI Symp 05)



Half-Select Disturb

BL BLBR BR

WL0

WL1

COL0 COL1

‘1’ ‘1’ ‘1’ ‘0’

‘0’

‘1’
Selected for 
WRITE

Disturb failure 
can occur

BL BLBR BR

WL0

WL1

COL0 COL1

‘1’ ‘1’ ‘1’ ‘0’

‘0’

‘1’
Selected for 
WRITE

Disturb failure 
can occur

• During a Read or Write operation, half-selected cells on the selected word-
line are actually experiencing “Read” operation

– Disturb similar to Read-disturb



• Array architecture approach
– No column select. Floorplan such that all bits in a word are spatial 

adjacent

• Gated Write wordline signal (Byte Write)
– Local Write wordline “on” only for the selected block

• Write-back scheme
– RWL activated even during Write, all cell data in selected WL read 

out to D-latches
– Dataout is then written back to half-selected cells

Half-Select in 8T



8T cell column

RBL

WBLWBLb

Din_b Din

Write 
Back

§ Allow the column-select in 8T cell array by replacing “WRITE” 
with  “READ-MODIFY-WRITE” 

§ One cycle delayed WRITE: Relaxed timing, No bandwidth loss

8T cell column

RBL

WBLWBLb

Din_b Din

Write 
Back

0(1)

0(1)
1(0)

Half-selected (WB) Selected (WR)

WWL=VDD

W1

RBL

WBL

R pch

R1

R pch
WR/
WB

Delayed WRITE

Delayed Read-Modify-Write



q Which of the following is true wrt decoupled Read-Write 8T 

SRAM Cell

a) The RBL needs to be on the side of the BL-bar

b) It is possible to be read and write to the different cell in the 

same column

c) The 6-T portion of the SRAM cell is optimized for ‘hold’ 

operation

d) Memory folding cannot be done with 8-T cells

Question

Slide 21



Conditionally decoupling regeneration

WWL

BL

BLb

VDD

AL
PL PR

NR

AR
0

VL VR
VDD

WL0

/WL

NL

N7

0: Read

VDD: Read

(K. Takeda et al, ISSCC 05)



Conditionally decoupling regeneration

WWL

BL

BLb

VDD

AL
PL PR

NR

AR
0

VL VR
VDD

WL0

NL

VDD: Read

NX



5T SRAM

 

2. Existing 6T and 5T SRAM Cell Topologies  

The standard 6T SRAM is built up of two cross-coupled 
inverters (INV-1 and INV-2) and two access transistors 
(MA1 and MA2), connecting the cell to the bit lines (BL 
and BLB), as shown in Fig. 1 [7]. The pair of cross-
coupled inverters is formed by a pair of load transistors 
(MP1 and MP2) and a pair of driver transistors (MN1 and 
MN2) that are stronger than the access transistors. More 
specifically, the cross-coupled inverters of the memory cell 
have two storage nodes A and B functioning to store either 
logic ‘1’ or logic ‘0’. The gates of access transistors are 
connected to a word line WL, and a rising transition on the 
word line to assert the access transistors during a read or a 
write operation. At the end of the read and write operations, 
the word line WL is de-asserted to allow the cross-coupled 
inverters to function normally and hold the logic state of 
the storage nodes. 
A concern associated with the read operation is that 
because of the back-to-back connection of cross-coupled 
inverters, a regenerative action develops and node A is 
pulled high resulting in the destruction of contents in the 
bit cell. Especially, when a logic ‘0’ stored initially, the 
voltage rise in the cell may corrupt the data stored. 
Therefore, it is desirable to keep the voltage at the storage 
node which has a logic ‘0’ stored from rising above the 
trip-voltage of the inverter. To provide a non-destructive 
read operation, the cell ratio (CR) was conventionally 
varied from 1 to 2.5 [2], where the W/L ratio of the driver 
transistor to the access transistor is referred to as the cell 
ratio. Similarly, for a successful write operation, both 
access transistors must be stronger than the load transistors. 
The ratio of the load transistor to the access transistor is 
referred to as the pull-up ratio (PR). To improve the read-
ability of an SRAM cell, cell ratio can be increased, while 
a lower pull-up ratio is desirable to improve the cell write-
ability.  
Figure 2 is a circuit diagram of a traditional 5T SRAM cell 
[8]. As shown in Fig. 2, the access transistor MA2 and bit 
line BLB in Fig. 1 have been removed to provide a five-
transistor configuration. The removal of such access 
transistor allows for an area savings up to 20-30% 
compared to the standard 6T SRAM cell, while its power 
consumption is substantially reduced by one half [9]. 
Although the traditional 5T SRAM cells offer such 
significant reductions in power consumption, a serious 
drawback is presented in that it is difficult to write ‘1’ to 
the cells. In detail, when the bit line BL is set high and the 
word line WL is asserted, the transistors MA1 and MN1 
fight one another. To guarantee a correct write operation 
will occur, it is important to note that the storage node A 
must be pulled up (or down) above (or below) the trip-
voltage of INV-2 within the word line WL is logic high, 
otherwise a write failure will occur. In more detail, writing 

a logic ‘1’ to a cell when initially a logic ‘0’ is stored, the 
low storage node A of the cell must be pulled up by the 
pre-charged bit line BL above the trip-voltage of INV-2. 
Undoubtedly, to properly write the wanted bit in the cell, it 
may be necessary that the access transistor should be very 
conductive to force the cross-coupled inverters to change 
its equilibrium condition. However, the access transistor 
should have a reduced conductivity for good stability in 
reading and standby operations. These two requirements 
impose contradicting requirements on cell transistor sizing. 

MP1

MN2MN1

VDD

MP2

MA1

WL

BL

A
B

MA2

BLB

INV-1 INV-2

 

Fig. 1. Circuit diagram of standard 6T SRAM cell. 

MP1

MN2MN1

MP2

MA1

WL

A
B

BL

VDD

INV-1 INV-2

 

Fig. 2  Circuit diagram of traditional 5T SRAM cell. 

As mentioned above, it is difficult to write ‘1’ to a memory 
cell that is storing a ‘0’. In order to resolve the write ‘1’ 
issue of the traditional 5T SRAM cells, several techniques 
have been developed. Some of these techniques rely on 
boosted word line voltage [10-12], reducing the supply 
voltage VDD [8-9], [13-14], sizing cell transistors [15-17], 
reduced bit line voltage [18-19], and raising the source 
voltage VSS [20-22]. However, each of these techniques 
may cause a reduction in the drive current of the transistors 
and in the operating speed of the cell, or has increased 
memory cell area and a degradation in the manufacturing 
accuracy, or requires generation of a voltage above the 
operating voltage, or requires a more complicated circuit 
design and more complicated device process. Hence, there 
is a need for an effective technique to improve the write-
ability of 5T SRAM cells which suffer from inability to 
write ‘1’. 

IJCSI International Journal of Computer Science Issues, Volume 13, Issue 5, September 2016 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
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2016 International Journal of Computer Science Issues



5T Sram with floating ground

(K. Takeda et al, ISSCC 05)

Chapter 2. Related Work 9

Figure 2.2: 5T bitcell with floating SRC node [8]

used, but it does not compromise the delay of the SRAM. Chapter 5 describes the write technique

used in detail.

2.2.3 A portless 5T bitcell

The 5T SRAM presented in [9] is different from the ones presented previously in this chapter and

the one proposed in this thesis in that it does not have an access transistor (port). That is, it is

portless. The schematic of the cell is shown in Figure 2.3

The PFETs of the cross-coupled inverters are directly connected to the bit-lines and there is an

additional transistor M5 coupling the inverters. The cell holds data in the cross-coupled inverters,

with M5 off and no write signals applied to the column NFETs. The bitlines are charged to V

DD

by

the PFETS at the top of the columns.

During a read opearation, only the access (AXS) signal of the selected cell is asserted to turn on

M5 for that cell. M5 is weakened considerably by making it several times longer than the minimum

length to preserve data during read. M5 creates a current path from the bitline to ground through

the cell. The added currrent drawn from the PFETs at the top of the cell column creates a voltage

differential on the BL pair that is sensed by a conventional sense amplifier.



Portless SRAM cell

(K. Takeda et al, ISSCC 05)

Chapter 2. Related Work 10

Figure 2.3: Portless 5T bitcell [9]

For writing the cell, the AXS signal is first asserted and the Write 1 or Write 0 signal is activated

to pull one of the bitlines to around 2/3V

DD

. This reduces the current flowing through the cell and

consequently, the voltage drop across M5. Thus, the cell NFET attached to the zero-node will turn

on and the contents of the cell will flip to reflect the bitline data.

The portless 5T cell allows the designer to trade-off area with performance, stability and leakage

power by changing the length of M5. Table 2.2 compares the portless cell to two conventional 6T

designs in 0.18 µm CMOS at 110 �C. The four portless 5T cells are matched to 6T

b

with respect to

one of area, I

Cell

, SNM

Read

and I

Leak

.

Portless 5T cell matched by:
Metric 6T

a

6T

b

Area I

Cell

SNM

Read

I

Leak

Area (µm

2) 8.99 8.64 8.77 13.26 8.77 25.38
I

Cell

(µA) 152 83 59 82 46 87
Read SNM (mV) 252 210 303 596 216 550

I

leak

(nA) 2.0 1.8 1.1 1.2 1.5 1.9

Table 2.2: 6T vs portless 5T [9]



Modifying power supply

Fig. 1. Standard 6T SRAM cell. a) Circuit schematic. b) Stick diagram of a traditional cell layout. c) Stick diagram of a “thin cell” layout.

method requires for the last stage of the address decoder to
be distributed inside the memory matrix.
Figures 1 b) and 1 c) show two most commonly used layout

strategies for 6T SRAM cell design. In both of these strategies,
power, ground and bit-line contacts are shared between the
neighboring cells which reduces the area of the memory
matrix. Figure 1 b) shows the traditional layout strategy which
has been a standard in older technologies. However, this
strategy is not suitable for technology nodes below 90nm
due to transistor mismatch and signal integrity problems. In
figure 1 c), a so-called “thin cell” layout strategy is shown [7].
This strategy has advantage over the traditional layout due to
the fact that poly-silicon and diffusion lines are printed in
only one direction, which reduces the mismatch of transistors.
Due to the cell’s aspect ratio, bit lines are placed further apart
which improves the signal integrity issues. For these reasons
“thin cell” layout has become the standard in newer technology
nodes.

B. Power-analysis security of SRAM
Due to their symmetric and regular structure, SRAM arrays

seem suitable for applying dual-rail precharge principle in
order to achieve side-channel security. Since data signals are
already dual-coded, this countermeasure should come without
high area overhead. Furthermore, since SRAM matrices have
very regular layout, no additional effort is needed for balancing
capacitive loads of interconnect wires.
Data transfer in SRAM memories is performed using I/O

circuits, sense-amplifiers, bit-line drivers, bit-lines and SRAM
cells. In order to achieve power-analysis resistance, dual-
rail precharge principle has to be applied in all of these
components. The focus of this paper is on the SRAM cell.
During the write cycle, higher amount of energy is needed to

change the state of the SRAM cell than to write the same value
that is already stored. For this reason, the energy consumed
during the write access is proportional to the number of cells
that flip state. The rest of this paper is focused on improving
the SRAM cell structure in order to remove this correlation.

III. POWER-ANALYSIS RESISTANT SRAM CELLS

In this section we analyze different possibilities for securing
an SRAM cell against the power-analysis. Unfortunately, sim-
ply introducing the precharge phase into the write cycle would
lead to high short-circuit currents. Therefore, the presented
solutions rely on either cutting off the power supply or cutting

the feedback inside the cell during precharge. First we give an
overview of the power analysis resistant SRAM cell introduced
in [6] which we will refer to as the “power-cut cell”. We
propose an improvement of this strategy, by sharing the PMOS
power-cut switch between multiple cells. Finally, we propose
a “feedback-cut cell” which relies on cutting the connections
between inverters in order to avoid short-circuit current during
precharge phase.

A. Power-cut cell
In order to perform writing to memory in a side channel

secure manner, a power-cut SRAM cell has been proposed.
This cell consists of 8 transistors as shown in figure 2. Two
additional PMOS transistors per cell are added to enable
power cut during the precharge phase. A precharge phase is
introduced during the write access in order to write logic zeros
in the internal nodes before the actual data is written. The
value zero is chosen because NMOS transistors which connect
internal nodes to bit-lines are better at passing logic zeros
than logic ones. Gates of the power-cut PMOS transistors are
connected to a word line, routed horizontally, and a float
signal which is routed vertically. Power is cut only for the
cells at the intersection of these two signals. The authors of [6]
estimate the area overhead of this solution to 70%, but layout
strategy or the dimensions of the memory matrix have not
been reported.

B. Shared PMOS
An improvement in area consumption of the power-cut cell

can be achieved by sharing the PMOS transistors between
multiple cells as shown in figure 3. Two PMOS transistors

Fig. 2. Power-cut cell schematic.



Differentially Data Aware Power Supplied 

The negative feedback mechanism increases the stability margin for half select
accesses. Regarding half select condition immunity of the inactivated cells on the
asserted word line. If the storage node Q rises being connected with BL and QB is
dropped. Then automatically due to the lowering of the BL, it becomes difficult for
invL to flip. The READ operation of this cell is similar to the 6T SRAM cell. This
cell relies on the boosted bit-line voltage (discussed in Chap. 3) for increasing read
cell current and the read static noise margin, especially at lower voltages.

The test chip (Chang et al. 2009a) of 39 Kb SRAM macro featuring D2AP-8T
SRAM cell is fabricated in 40 nm LP CMOS technology. The measured VDDmin
of the D2AP-8T macro is 540 mV. Figure 2.6 shows WM versus VDD for D2AP-
8T and 6T cell at nominal process corner. There are number of issues with
D2AP-8T SRAM cell. The PMOS switches (PSWL and PSWR) of the unselected
D2AP-8T cells on the accessed column are temporarily turned off to isolate the
storage nodes from BL during the short BL switching period which increases the
risk of data retention. Secondly, the bitlines are kept precharged to VDD (required
for powering the inverters of the SRAM cell), increases the stand by leakage
power consumption.

2.2.3 Half Select Condition Free Cross Point 8T
(CR8T) SRAM Cell

The cross point 8T-SRAM provides two additional access transistor compared to
the conventional 6T SRAM cell. It has four access transistors for the Y-address
controls as well as the X-address (Fig. 2.7). These access transistors are controlled
by the horizontal word line (WLH) and the vertical word line (WLV) signals. For
the accessed SRAM cells, both WLH and WLV signals are activated and the
internal storage nodes are exposed to the bitlines. For the un-accessed SRAM cells
either on the activated column or on the activated row only the WLV is activated
or the WLH is activated with the result that internal storage nodes are never
exposed to the bit-line information. This is how the half select condition is

Fig. 2.5 D2AP-8T cell

14 2 SRAM Bit Cell Optimization

(Chang, 2009a)



5T SRAM

(Adam , et. al)
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� 
Abstract— The requirement for power-efficient SRAM bit cells 
that are capable of operating at low supply voltage has led to the 
development of several alternative bit cell topologies. The 
majority of the proposed designs are based on the 6T bit cell with 
the addition of devices and/or peripheral techniques aimed at 
reducing leakage and enabling read and write functionality at 
lower operating voltages. In this brief, we propose a reduced 
transistor count bit cell that is fully functional at low-operating 
voltages. This asymmetric 5T bit cell is operated through a single-
ended read and differential write scheme, with an option for 
operation as a two-port cell with single-ended write. The bit cell’s 
operating scheme provides a non-intrusive read operation and 
improved write margins for robust, low-voltage functionality. In 
addition, the asymmetric cell characteristic provides a low-
leakage state with an additional 5X static power improvement 
over the reduction inherently achieved through voltage lowering. 
The proposed bit cell was designed and simulated in a 40 nm 
commercial CMOS process and is shown to be fully operational at 
sub-threshold voltages as low as 400mV under global and local 
process variations. At this supply voltage, a 21X static-power 
reduction is achieved, as compared to the industry standard 6T 
bit cell, operated at its minimum supply voltage. 
 

Index Terms—CMOS Memory Integrated Circuits, SRAM, 
Leakage Suppression, Ultra Low Power, Sub-threshold SRAM. 

I. INTRODUCTION 
HE continuously growing demand for low power 
embedded memory has been a driving force in the 

development of new SRAM designs and techniques. 
Aggressive power reduction can be achieved by operating at 
sub-threshold (ST) voltages; however, operation at these 
reduced voltages degrades robustness, due to depleted noise 
margins and higher susceptibility to process variations and 
device mismatch. The severe variations present in nano-scaled 
process technologies cause standard SRAM implementations, 
such as the single-port 6T bit cell, to fail at voltages below 
600-700mV [1]. Previous work in this field has introduced 
modifications to the 6T bit cell by using additional devices and 
techniques aimed at lowering the minimum voltage operating 
voltage . Examples of previously proposed ST bit cells include 
8T cells that utilize reverse short channel effect (RSCE) for 
increased write-ability at lower voltages [2, 3]; a 10T bit cell 
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with reduced leakage in the read path [1]; a 9T bit cell with 
internal feedback for leakage reduction [4]; and Schmitt 
Trigger based bit cells [5]. Externally applied methods such as 
increased word-line (WL) voltage and detachable supply rails 
have also been proposed [1, 2, 6]. The majority of these 
circuits add transistors to the standard 6T bit cell, resulting in a 
significant increase in die-area.  

This paper presents a robust, low-voltage SRAM bit cell 
with a reduced transistor count, as compared to the standard 
6T circuit. The proposed 5T bit cell is based on the circuit 
introduced in [7] with a number of significant modifications to 
enable low-voltage operation and implementation in nano-
scale processes. The result is a bit cell of comparable size to 
the 6T bit cell, which is shown to be fully operational at 
voltages as low as 400mV in a commercial 40 nm CMOS 
process. At this supply voltage, the proposed bit cell provides 
6σ stability and an average static power reduction of 21X, as 
compared to a 6T cell operating at its voltage limit.  

The rest of this paper is constructed, as follows: Section II 
describes the circuit design and operation of the proposed cell; 
an extensive discussion of circuit stability, including 
simulation results, is presented in Section III; Section IV 
describes circuit implementation and performance; and Section 
V summarizes the paper. 

M1

M4

M3 M5

M2 QBQ

BL

BLbWWLRWL HVT
150/60

HVT
150/60

SVT
150/60

SVT
150/60

LVT
300/60

 
Figure 1: Schematic of proposed 5T bit cell 

II. THE 5T SRAM BIT CELL 
Operation of a standard 6T bit cell at low voltages is limited 

by both its read and write margins, due to process and 
mismatch variations. The drive strength of MOSFET devices 
becomes an exponential function of the device’s threshold 
voltage (VT), as the supply voltage nears the sub-threshold 
region, causing variation to increase dramatically. As 

A 40 nm Sub-Threshold 5T SRAM Bit Cell with 
Improved Read and Write Stability 

Adam Teman, Student Member, IEEE, Anatoli Mordakhay, Janna Mezhibovsky  
and Alexander Fish, Member, IEEE 

T 



q Which of the following is not a useful approach

a) Conditionally break the back to back inverters during read 

operation

b) Conditionally break the back to back inverters during write 

operation

c) Conditionally float the cell supply depending on the data 

being written

d) Conditionally disconnect the ground connection during write 

operation

Question

Slide 30



Sub-threshold 8-T SRAM

(B. Zhai, JSSC 08)
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Fig. 8. Proposed SRAM cell design.

write-assist effectively decouples the read and write operations,
enabling balanced read and write margins in the face of high
variability at low voltage.

The use of increased gate sizes to fight RDF was also a critical
piece of our design strategy. Using Monte Carlo SPICE simu-
lations, transistor widths were set to the values shown in Fig. 8
to meet robustness requirements with all transistor lengths set
to 0.12 m. The minimum device width was set to 0.32 m
to limit the amount of RDF-induced mismatch, which was
shown in Section II-C to be a strong function of gate area. The
PFET device is sized relative to the NFET to accommodate the
changing ratio observed in the subthreshold regime (Fig. 3).
Unlike a traditional 6-T cell in which the PFET acts as a resis-
tive load (and thus can be small), a single-ended design relies
on the PFET to pull up the bitline. We find that the use of identi-
cally-sized feedback and forward inverters effectively balances
read and write capabilities. The area of the bitcell is 4.788 m
as shown in Fig. 8 and is 2X larger than that of a typical tradi-
tional 6-T cell as given by the ITRS (2.366 m in 130 nm [9]).
It is important to note that cell device sizes can be reduced sig-
nificantly if a less stringent supply voltage floor is required and
if memory design rules are available (logic rules were used).

Fig. 9 shows the architecture of the proposed 6-T-based
SRAM. There are 16 bitcells connected to one bitline. Monte
Carlo simulations indicate that, at 16 bitcells per bitline, the
read current of a single bitcell is always greater than the
cumulative bitline leakage due to the unaccessed devices on
the same bitline. Additionally, for performance reasons it is
important to have a short bitline (with small capacitance) in
a single-ended design since the sensing element is a simple
inverter that requires a bitline swing of nearly . In contrast
to conventional sense-amp based designs, the area penalty of a
short bitline is minimal since each added bitline requires only
two CMOS inverters in the readout path.

The readout path, shown in Fig. 10, consists of a 16-to-1
column mux and a pulsed latch. A near-minimum sized inverter
is used as the sensing element to reduce bitline capacitance and
minimize the likelihood of a read upset. The second inverter in
the read-out path is larger for robustness reasons and, based on
simulation, is able to drive a tri-state line with up to 64 units.
In the implemented design, the second level mux is restricted to
16 inputs, since 2 kb is sufficient for the targeted sensor appli-
cations. Signal latch_en is pulsed at the end of one clock cycle
to latch the output.

Fig. 9. Cell array structure.

Fig. 10. Read-out with 16-to-1 mux sized to ensure reliability.

To recover the write stability sacrificed in the single-ended
design, adjustable strength header and footer devices are used. A
write mode abstraction of the cell array is shown in Fig. 11. The
goal is to break the feedback loop between the two cross-cou-
pled inverters by weakening the feedback inverter. When a write
occurs, the wr_en signal is asserted and the strong PFET tran-
sistor at the top and the NFET transistor at the bottom are both
turned off with only the weak headers and footers enabled. This
results in a temporary supply voltage droop, which allows the
stored state to be easily overwritten. In this design, we adopt
a NFET/PFET as the weak device at header/footer since we
find that even a minimum sized PFET/NFET header/footer is
not sufficiently resistive. To minimize area, only one header/
footer supply throttling circuit is used per bitline with all 16
cells sharing the same virtual and virtual ground (Fig. 11).
Despite the supply droop, the state of the non-accessed cells is
retained.



Horizontal and Vertical Word Line Cell

Yaabuchi, 2009eliminated. The presence of two NMOS series access transistor also improves the
SNMread; it results in 64.3 % improvement in SNMread compared to the same
sized 6T SRAM cell. However, two series access transistor results in 44.44 %
degradation in the WM and 29.87 % degradation in the cell read current compared
to the 6T SRAM cell (Yabuuchi et al. 2009).

The degradation in the cell read current and the WM is addressed by using
voltage optimization techniques discussed in Chap. 3. The test chip featuring 1 Mb
CR8T SRAM cell along with the negative VSS and the negative bit-line technique
achieves VDDmin of 0.6 V in 45 nm LP technology. The negative VSS technique
used for the read operation improves read access time by 8.61 ns at 0.6 V and the
negative BL technique proposed improves writeability. Figure 2.8 shows SNM-
read versus WM for different PVT conditions.

Fig. 2.6 WM versus VDD
for 6T SRAM cell and
D2APT 8T SRAM cell in
65 nm LP technology node,
nominal process corner, and
25 !C. WM is negative below
VDD of 0.9 V for SRAM 6T
cell, whereas D2APT results
in positive WM even for
0.4 V

Fig. 2.7 CR8T cell

2.2 Different Cell Topologies 15



Dual Ended Transmission Gate Cell

access transistor. The WM is 56.3 % more compared to the RD 8T SRAM cell.
Figure 2.18 shows WM versus SNMread for different PVT conditions. The READ
and WRITE operation is exactly the same as that of RD 8T SRAM cell. The cell
symmetry with respect to NMOS and PMOS reduces the effect of the systematic
variations and also the redundancy results in averaging out the random variations
across the two transistors. Figure 2.19 shows Iread, cell versus leakage for
different PVT conditions. The test chip (Agarwal et al. 2010) (register file) based
on the DETG cell in 32 nm achieves VDDmin of 0.34 V (Fig. 2.20).

Fig. 2.17 a Ion/
P

Ioff ratio versus VDD for the different value of column heights. b Ion/
P

Ioff
for the column height of 256 cells (this design) for the worst case FF process corner and 70 !C.
Reduced value of RBL reduces the bit-line leakage with the result Ion/

P
Ioff is higher with

reduced swing dual Vt-8T cell

Fig. 2.18 Dual-ended
transmission gate (DETG)
write memory cell (Agarwal
et al. 2010)

2.2 Different Cell Topologies 23
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Low leakage SRAM

(S. Hanson , VLSI Symp ’08)

good trade-off between high granularity in power gating and footer over-
head. These footers are selectively turned off during sleep mode based on 
the contents of the free-list, reducing DMEM sleep power DMEM from 
22.5pW at full retention to 7.5pW at zero memory retention, a 66% 
reduction. 
[1] F. Albano, et al, Journal of Power Source, 170, 2007  
[2] S. Hanson, et al, Symposium on VLSI Circuits, 2007. 

[3] A. Wang, et, al, International Solid-State Circuits Conference, 2004. 
[4] C. Kim, et al, Transactions on VLSI Systems, Vol 11, 2003. 
[5] B. Zhai, et al, Symposium on VLSI Circuits, 2006. 
[6] B. Calhoun, et al, International Solid-State Circuits Conference, 2005. 
[7] Y. Lin, et al, Custom Integrated Circuits Conference, 2007. 
[8] M. Seok, et al, Design Automation Conference, 2007. 
[9] L. Chang, et al, Symposium on VLSI Technology, 2005. 
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The Phoenix Processor: A 30pW Platform for Sensor Applications 
Mingoo Seok, Scott Hanson, Yu-Shiang Lin, Zhiyoong Foo, Daeyeon Kim, Yoonmyung Lee, Nurrachman Liu, Dennis Sylvester, David Blaauw 

University of Michigan, Ann Arbor, MI
Abstract 

  An integrated platform for sensor applications, called the Phoenix 
Processor, is implemented in a carefully-selected 0.18µm process with 
an area of 915x915µm2, making on-die battery integration feasible. 
Phoenix uses a comprehensive sleep strategy with a unique power gating 
approach, an event-driven CPU with compact ISA, data memory com-
pression, a custom low leakage memory cell, and adaptive leakage man-
agement in data memory. Measurements show that Phoenix consumes 
29.6pW in sleep mode and 2.8pJ/cycle in active mode. 

Introduction 
  Form-factor is a critical concern for wide applicability and cost effec-
tiveness in sensor systems, especially in medical applications. In this 
work, we explore the development of a sensor platform, called the Phoe-
nix Processor, which will occupy only 1mm3 when coupled with an on-
die battery. To ensure multi-year lifetime for the given platform size, 
average power consumption must be reduced to tens of pW [1], which 
marks a ~4000X reduction over previous sensor designs [2]. Recent 
work [2-6] has explored aggressive Vdd scaling for reducing active en-
ergy but has overlooked the power consumed during idle periods, which 
can be >99% of the lifetime. In addition to aggressive voltage scaling, 
Phoenix leverages a comprehensive sleep strategy, including the inten-
tional selection of an older, low leakage technology, a unique power 
gating approach, an event-driven CPU with compact instruction set, data 
memory compression, a custom low leakage memory cell, and adaptive 
leakage management in the data memory. A test chip, including a sensor 
and timers, was fabricated in an area of 915x915µm2 in a 0.18µm proc-
ess. Phoenix consumes 29.6pW in sleep mode and 2.8pJ/cycle in active 
mode at Vdd=0.5V. For a typical sensor application that runs 2000 in-
structions every 10 minutes, average power consumption is 39pW, which 
will enable integration of an on-die battery in a volume of 1mm3 while 
ensuring >1 year lifetime [1]. 

System Overview 
  As shown in Fig 1(a), Phoenix is a modular system with the CPU, 
memories (DMEM, IMEM, IROM) and power management unit (PMU) 
serving as parents of the system bus and peripherals (timer, sensor) act-
ing as children. The accommodations made for sleep mode are best un-
derstood by exploring typical system operation (Fig 2(a)). The system 
begins in sleep mode (A), where 65-87% of all transistors are power 
gated using footers (depending on the retentive size of DMEM). In this 
mode, the PMU, a 2-bit FSM (Fig 3), remains awake and acts as the 
parent of the system bus. All gates in the PMU use stacked high-Vth 
(HVT) devices with Vth~0.7V to minimize leakage. In addition to the 
PMU, IMEM cells and valid DMEM cells remain awake to retain data. 
As shown in Fig 2(c), measurements at Vdd=0.5V reveal that total power 
is limited to 29.6pW in sleep mode with half DMEM retention. Note in 
Fig 2 that IMEM and DMEM draw 89% of sleep mode power. 
  After a programmable sleep time (e.g., 10min), a 0.9pW timer similar 
to [7] raises an interrupt on the system bus using the asynchronous pro-
tocol. In response the PMU initiates a short wake sequence and relin-
quishes control of the bus to the CPU (B). The CPU then runs a routine 
of ~2000 instructions to query the sensor for data and process the ac-
quired data (C). During this routine, the CPU decompresses a block of 
DMEM and places it in the cache (which is part of the register file), 
requests a sensor measurement over the bus, processes the returned data, 
compresses the cache contents and stores it to DMEM, and finally issues 
a sleep request. The PMU then regains control of the bus and gates sys-
tem power (D,E). Fig 2(b) shows measured energy and frequency char-
acteristics for Phoenix in active mode across Vdd. At Vdd=0.5V, the sys-
tem operates at 106kHz and consumes 2.8pJ/cycle, with 88% of energy 
consumed by the CPU. Phoenix effectively operates at Vdd=384mV due 
to a non-zero virtual ground. 
 

Sleep Strategies 
  One of the critical pieces of our sleep strategy is the unique approach to 
power gating (Fig 4). Traditional power gating uses a wide HVT footer 
to minimize the voltage drop across the footer and thus maintain per-
formance. Additionally, a HVT footer is attractive since it gives a dra-
matic leakage reduction compared to a medium-Vth (MVT) footer for 
minimal delay penalty. Our approach for low Vdd power gating differs in 
two ways: 1) we use a MVT footer since on-current for a HVT footer is 
exponentially smaller at low Vdd, making HVT footers infeasible, and 2) 
our aim is to minimize energy rather than maintain performance [8], so 
footer size is set to only 0.66µm (0.01% of total effective NFET width) 
with L=0.50µm. Due to its small size, the footer develops a voltage drop 
of 116mV in active mode (frequency implications shown in Fig 5), ele-
vating the energy-optimal Vdd  to 0.5V. (In contrast to the optimal value 
of 0.36V reported for the un-gated design in [2])  The reduced leakage of 
the small footer (Fig 6) easily offsets the slight increase in active energy 
due to the power consumed across the footer (Fig 7). Total energy is 
reduced by 2.5X compared to a somewhat larger footer of 28µm and by 
4 orders compared to a design without a footer (Fig 8). Additionally, the 
elevated optimal Vdd aids in robust SRAM design.  
  While the CPU (Fig 9(a)) largely impacts active mode power, it also 
plays an important role in sleep mode. An event-driven operating system 
initiates computation only in response to interrupts raised by peripherals, 
ensuring that the system defaults to sleep mode. Since IMEM is a major 
source of sleep mode power, the instruction set was chosen to minimize 
IMEM footprint using a minimum group of basic instructions while also 
including support for compression, interrupt and sleep functionalities. To 
limit instruction width to only 10 bits, common instructions use flexible 
addressing modes while less common instructions use implicit operands. 
Additionally, the 64-word IMEM is supplemented with a low leakage 
128-word IROM that contains common functions. 
  Hardware support for compression (Fig 9(c)) was included in the CPU 
to minimize the DMEM footprint in sleep mode and to maximize mem-
ory capacity. A virtual data memory space of 512B is mapped to the 
256B DMEM using Huffman encoding with a fixed dictionary for a 
maximum compression ratio of 50%. DMEM is divided into 2 partitions: 
statically and dynamically allocated (Fig 9(b)). Each group of 16B (a 
block) in virtual memory is given one line in the statically allocated 
partition. If a write to memory causes a block to overflow its statically 
allocated entry, overflow data is written to an entry in dynamically allo-
cated memory whose location is noted by a pointer in the statically allo-
cated entry. A 52b free-list, which is visible to the CPU, monitors the 
usage of entries in both memory partitions.  
 Since SRAM can dominate total energy consumption, we place empha-
sis on low leakage SRAM design. Both IMEM and DMEM use the bit-
cell shown in Fig 10. The cross-coupled inverters and access transistors 
use HVT devices, while stack forcing and gate length biasing are used to 
further reduce leakage and improve subthreshold swing. Measurements 
show that a single bitcell (~40µm2, which is acceptable for sensor appli-
cations) consumes 10.9fW while retaining data. To enable robust low 
Vdd operation, the proposed cell includes a MVT read buffer similar to 
[9]. The MVT read buffer also enables single-cycle read-out despite the 
aggressive use of HVT devices elsewhere. This is useful for the IMEM, 
where a read occurs every cycle. Since the write operation in DMEM is 
slow relative to the MVT CPU, write operations are asynchronous. Write 
completion is determined by reading the contents of the row being writ-
ten and comparing to the write data. Read is single-ended, so a replica 
delays the write completion signal to guarantee that both sides of the cell 
have been written correctly. 
 To further reduce sleep power, the DMEM uses a leakage reduction 
scheme based on the free-list. The DMEM has 26 footers, with each 
connected to 2 rows (Fig 10). The choice of 2 rows per footer offers a 
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qAn SRAM cell with multiple word lines (read or write)

a) Enables both read and write operation at the same time

b) Reduces cell access failure due to ’beneficial’ coupling

c) Is likely to become wiring limited as technology scales

d) Improves hold margin of the cell

Question
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q Impact of variation on sram stability and assist circuits

Next Class
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