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1. (6.2) In the estimation of DC in zero-mean white noise of arbitrary PDF with variance
σ2, problem, if the noise variance is given by σ2 = n + 1, examine what happens to the
variance of the BLUE as N → ∞. Repeat for σ2 = (n + 1)2 and explain your results.

2. (6.3) Consider the estimation of DC in zero-mean Gaussian noise, and assume that the
noise samples are correlated with the covariance matrix

C = σ2
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where |ρ| < 1 and N , the dimension of the matrix, is assumed to be even. C is a block-
diagonal matrix and so is easily inverted. Find the BLUE and its variance and interpret
your results.

3. (6.4) The observed samples {x[0], x[1], . . . , x[N − 1]} are IID according to the following
PDFs:

a. Laplacian

f(x[n]; µ) =
1

2
exp[−|x[n] − µ|]

b. Gaussian

f(x[n]; µ) =
1√
2π

exp

[

−1

2
(x[n] − µ)2

]

.

Find the BLUE of the mean µ in both cases. What can you say about the MVU estimator
for µ?

4. (6.7) Assume that x[n] = As[n] + ω[n] for n = 0, 1, . . . , N − 1 are observed, where
ω[n] is zero-mean noise with covariance matrix C and s[n] is a known signal. The
amplitude A is to be estimated using a BLUE. Find the BLUE and discuss what happens
if s = [s[0] s]1] . . . s[N − 1]]T is an eigenvector of C. Also, find the minimum variance.

5. If x and y are distributed according to a bivariate Gaussian PDF, then show that the
conditional PDF f(y|x) is also Gaussian with mean

E[y|x] = E[y] +
cov(x, y)

var(x)
(x − E[x])

and variance

var(y|x) = var(y) − cov2(x, y)

var(x)
.
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