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Abstract

Wireless networks with multiple nodes that relay information from a source to a destination are

expected to be deployed in many applications. In this work, we consider multihopping decode and

forward (MDF) relaying protocols for multistage half-duplex relay networks with no direct link between

the source and destination nodes. Each state of the half-duplex network is considered as an interference

network. Receivers in each state employ interference processing/cancellation; however, no cooperation

across relay nodes is assumed for encoding or decoding. The scheduling of interference network states

is optimized to maximize the rate for a given realization of channel gains. For arbitrary networks with

two node-disjoint paths between source and destination, weanalytically characterize strong and weak

interference channel-gain regimes, and show an explicit two-state schedule that approaches the cheap

relay cutset bound in these regimes. Numerical evaluation in example networks illustrate the capacity-

approaching performance of MDF protocols and the effectiveness of interference processing. Our results

suggest that multistage half-duplex relaying with practical constraints on cooperation and finite SNR

is comparable to point-to-point links and full-duplex relay networks, if there are multiple node-disjoint

paths from source to destination and if suitable coding is employed in the interference network states.

I. INTRODUCTION

One of the key technologies in next generation wireless communication systems for achieving

high throughput and providing better coverage isrelaying. Relaying has attracted a high level

of recent research interest with several papers focusing onvarious aspects of communicating

using relays with different constraints and assumptions. In this work, we are concerned with the

This work was supported in part by the Indo-UK Advanced Technology Centre. Part of this work will be presented at SPCOM

2010, Bangalore.

July 19, 2010 DRAFT



2

capacity of multistage relaying from one source to one destination through an arbitrary network

of half duplex relays.

While the proposed protocols could be applied to arbitrary multistage half-duplex networks,

an example network that we consider in detail for ease of explanation and clarity is the two

stage relay network shown in Fig. 1. In this 6-node network, the source nodeS = 1 intends to

communicate with the sink nodeD = 6 through 4 relay nodes{R1 = 2, R2 = 3, R3 = 4, R4 = 5}

connected as shown. The channel gains (α, β, γ, δ) are shown next to the corresponding edges.

For simplicity, some of the gains are assumed to be identical. For a multistage half-duplex relay

network such as the one in Fig. 1, we study coding methods and protocols needed to achieve

the best possible rate from source to destination for different ranges of the channel gains.

There are two aspects to multistage relaying when relays areconnected in an arbitrary fashion:

(1) scheduling transmissions and receptions by nodes, and (2) coding and decoding methods

employed by nodes during transmissions and receptions, respectively. One strategy for scheduling

is to avoid interference altogether. However, the maximum data rate under Interference Avoidance

(IA) is limited, because the source is transmitting only fora fraction of the total time. To improve

upon IA, more states of the network with the source in transmit mode need to be considered.

The scheduling task is to determine those states that are crucial for obtaining higher rates.

When multiple nodes transmit, interference network statesare created in the network based

on the connectivity. For illustration, two interference network states are shown in Fig. 2 for the

network of Fig. 1. In one state,S, R1, andR3 are transmitters and, in the other state,S, R2, and

R4 are transmitters. Note that, in both the states shown in Fig.1, the source node is a transmitter

and the destination node is a receiver.

The capacity region and the corresponding optimal coding strategy are not known for in-

tereference networks, and we study different coding strategies. We fix that the receivers decode

by successive interference cancellation. At the transmitter, we consider four different strategies

of increasing complexity. The first strategy is common broadcast, where the transmitter sends

at a rate that can be decoded by its weakest receiver. The common broadcast strategy is just

as complex as point-to-point transmission. The second strategy is superposition coding, where

the transmitter orders the receivers according to their channel strength and sends additional

information to more capable receivers. Superposition coding, though more complex than common

broadcast, will be seen to be important for approaching capacity when the channel gains out
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of a transmitter vary over a wide range. For both these strategies, no cooperation is needed

for encoding. The transmitting nodes only need to know the relative channel strengths of their

receivers. The third coding strategy is dirty paper coding (DPC) at the source node and common

broadcast at the other transmitters. Since the source is theoriginator of all messages, we assume

that the source node knows the message to be sent by relay nodes in interference network states.

For instance, in the stateS1 shown in Fig. 1, the source node is assumed to know the codeword

transmitted by the relay nodesR1 and R3. Under this assumption, the source node employs

DPC to cancel the interference from the relays. As shown in Sec. VI, DPC at the source node

proves to be crucial for approaching capacity in certain regimes of channel gains. However,

some additional cooperation is needed for DPC, as the sourceneeds to know the channel gains

between relays as well. The fourth coding strategy is dirty paper coding (DPC) at the source

node and superposition coding at the other transmitters.

For each of the four coding strategies, suitable rate regions are determined for each state (or

interference network). The overall rate achievable from the source to the destination is computed

using an optimization over the time-sharing of the rate regions for each state, subject to additional

flow constraints that ensure compatibility of the rate vectors used for individual states.

For an arbitrary network with two node-disjoint paths from source to destination, we study the

MDF protocols over a simple two-state schedule chosen usingthe source-destination paths. In

this setting, we analytically compute weak and strong interference channel gain regimes, where

capacity is approached by some of the MDF protocols. To further study the protocols, numerical

evaluation is performed on two specific networks, where we show that the cut-set bound is

approached for several regimes of channel gains.

To place our work better, we review a sample of the relevant prior literature. The relay channel

is a classic setting, introduced in [1], and studied extensively [2]–[4]. One result of particular

interest is the cut-set bound for half-duplex relay networks operating by time-sharing over a finite

number of states [5]. This “cheap relay” bound has been used by several authors as an outer

bound for achievable rates. Recent and past studies of the relay channel can be classified based

on the following considerations: (1) number of stages and topology of the relays, (2) duplex (half

or full) constraints assumed for the relays, (3) cooperation assumed between nodes, and (4) the

analysis method - Diversity Multiplexing Gain Tradeoff (DMT) or capacity computations. The

half-duplex diamond network with two relays has been studied in [6]–[9]. The multi-hopping
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decode and forward(MDF) protocol, proposed in [6] and extended in [7], achieves rates close

to the cheap relay cut-set bound. Wanget al [8] consider a modified diamond network with

an additional link between the relays and propose a coding strategy using Dirty Paper Coding

(DPC), which is shown to approach the cut-set bound. More protocols for general half-duplex

wireless relay networks have been studied in [10], [11]. Foran arbitrary number of relays in a

general topology, capacity approximations have been established in [12] under the full-duplex

and full-cooperation assumptions. The optimal DMT for arbitrary relay networks with full-duplex

and half-duplex nodes have been determined in [13] and [14],respectively. In relation to the

above, in our work, we propose and study multi-hopping decode and forward (MDF) protocols

in the following setting: (1) Ageneral topologyof relays, (2)Half-duplex nodes, (3) No receive

cooperation, (4) Finite SNRs.

The rest of this article is organised as follows. The model and operation of the relay network

are described in Section II. The cutset outer bound is described in Section III followed by a

description of the MDF protocols in Section IV. The achievable rate for a simple schedule

is analyzed in Section V in the strong and weak interference regimes. Numerical results are

presented in Section VI, and concluding remarks are made in Section VII.

II. M ODEL

We represent a wireless network withm nodes as an undirected graphG = (V, E), where the

vertex setV = {1, 2, . . . , m} represents the wireless nodes. An edge(i, j) ∈ E indicates that

Node i and Nodej are connected by an additive white Gaussian noise (AWGN) channel with

constant gain denoted ashij. Further,(i, j) ∈ E implies that Nodej is connected to Nodei

with a channel gainhji = hij.

Each node is subject to an average power constraintP and a noise varianceσ2. In addition,

a half-duplex constraint is imposed on the nodes so that theycan either transmit, receive, or be

idle at any given time. Therefore, in this work, anm-node half-duplex wireless network can be

in M ≤ M = 3m states that are denotedS1, S2, · · · , SM . In such a network, we are interested

in maximizing the communication rateR from an arbitrary sourceS ∈ V to an arbitrary sink

D ∈ V . Nodes inV \ {S, D} act as relays. Information flow from source to destination happens

by a time-sharing of the statesSk, 1 ≤ k ≤ M , and may reach the destination in multiple hops

depending on the connectivity of the graph. Hence, the specific problem considered in this work
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can be termedmultihop, half-duplex relayingin an arbitrary wireless network.

The total transmission time is normalized to one time unit, and stateSk is active for aλk

fraction of the time (λk could be zero) with
∑M

k=1 λk = 1. As in [6], [7], we assume that the

state sequence and the time-sharing parameters are known toall nodes before transmission. Let

Ik = {i ∈ V : Nodei is a transmitter in StateSk} be the set of active transmitters in StateSk,

and letJk = {i ∈ V : Node i is a receiver in StateSk} be the set of active receivers in State

Sk. When stateSk is active, simultaneous transmissions from nodes inIk can interfere at one

or more of the receivers inJk depending on the connectivity of the nodes inIk andJk. Thus,

each stateSk = (Ik, Jk) is an interference network[15] or hyperedgewith Ik andJk as the two

disjoint vertex sets. We use the terms interference network, hyperedge and state interchangeably.

The choice of a specific coding and decoding strategy for eachstateSk = (Ik, Jk) determines

possible operating rate vectors in an achievable rate region for that state. Since the capacity

region and optimal coding scheme are not known for general interference networks, we consider

four suboptimal strategies for each state based on different broadcast and interference processing

techniques. In all these strategies, we impose the constraint that the receiversJk cannot cooperate

in decoding. Similarly, the nodes inIk are assumed to encode their messages independently;

however, in two schemes, the source is assumed to know the messages transmitted by the relays.

III. CUT-SET BOUND

A cut-set upper bound for half-duplex relay networks operating by time-sharing over a finite

number of states has been derived in [5]. This bound is presented here, briefly.

Let X(i) and Y (i) be the transmitted and received variables at nodei when it is in transmit

and receive states, respectively. The maximum achievable information rateR between sourceS

and destinationD in a half-duplex network is bounded as

R ≤ sup
λk

min
Ω

M∑

k=1

λkI(XΩ
(k); Y

Ωc

(k) |X
Ωc

(k)), (1)

for some joint distributions{p(x(1), x(2), · · · , x(m)|k)}, 1 ≤ k ≤ M , where the supremum is

over all λk ≥ 0 such that
∑

M

k=1 λk = 1, and the minimization is over allΩ such thatS ∈ Ω,

D ∈ Ωc, XΩ
(k) = {X(i) : i ∈ Ω∩Ik}, Y Ωc

(k) = {Y (i) : i ∈ Ωc∩Jk}, XΩc

(k) = {X(i) : i ∈ Ωc∩Ik}. The

above upper bound can be computed by solving a linear program[7]. The mutual information

I(XΩ
(k); Y

Ωc

(k) |X
Ωc

(k)) is computed exactly using known sum rate capacity results [16] when the
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choice ofΩ andk results in multiple access or broadcast channels. When the sum rate capacity

is not known exactly (e.g. for interference channels), the multiple-input multiple-output (MIMO)

sum capacity is used as an upper bound.

IV. M ULTIHOP HALF-DUPLEX RELAYING STRATEGIES

In this section, we present the four MDF strategies that we study in the context of a general

relay network with half-duplex nodes. In all these strategies, the network operates by time-

sharing between the states, where each state is an interference network in general. The strategies

differ in the encoding scheme in each state. The decoder at each receiver employs successive

interference cancellation (SIC).

A. Common Broadcast (CB) Scheme

In stateSk = (Ik, Jk), each transmitteri ∈ Ik sends a common message at rateRk
i to the

set of all its receivers denotedΓi
−. Each receiverj ∈ Jk must decode the messages from the

set Γj
+ (say) of all the transmitters connected toj. The decoding constraints at each receiver

for achievability are the constraints for the multiple access channel corresponding to the SIC

receiver. Therefore, the achievable rate region for each stateSk is defined by the constraints:

∑

i∈A

Rk
i ≤

1

2
log

(

1 +

∑

i∈A h2
ijP

σ2

)

, (2)

for all A ⊆ Γj
+ and for all j ∈ Jk. When each transmitter is connected to all receivers, i.e.,

Γi
− = Jk for eachi ∈ Ik, the above region is the same as the compound multiple accessrate

region in [17].

B. Superposition Coding (SC) Scheme

In this scheme, in stateSk, each transmitteri ∈ Ik sendsdi
− independent messages to its

receivers inΓi
− using superposition coding. For simplicity of notation, weassume that thedi

−

receivers inΓi
− are arranged in descending order of channel magnitude from transmitteri, and

Γi
−[p : q] denotes the set of elements ofΓi

− starting from thepth element to theqth element. Let

the jth codeword transmitted from transmitteri be xij . Let the power used for this codeword

be Pj = αijP and Rk
ij be the rate. Therefore, the transmitteri transmits a superposition of

codewords given byxi =
∑

j∈Γi
−

xij.
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The received word at receiverj is

yj =
∑

i∈Γj
+

hij

∑

l∈Γi
−

xil + wj,

where wj is the additive white Gaussian noise at receiverj. Each receiverj decodes the

codewords intended for itself and all otherweakerreceivers. Let receiverj be thelthi receiver in

Γi
−. The codewords with indicesli to di

− are decoded at thejth receiver. The codewords of the

weaker receiversΓi
−[li +1 : di

−] are canceled in the SIC receiver. Therefore, only the codewords

to the stronger receiversΓi
−[1 : li − 1] will interfere. The received word can be written as

yj =
∑

i∈Γj
+

∑

l∈Γi
−

[1:li−1]

hijxil

︸ ︷︷ ︸

interference codewords

+
∑

i∈Γj
+

hijxij +
∑

i∈Γj
+

∑

l∈Γi
−

[li+1:di
−

]

hijxil

︸ ︷︷ ︸

decoded codewords

+wj.

Therefore, the achievable rate region for each stateSk is defined by the following constraints:

Rk
ij ≤

1

2
log








1 +
h2

ijαijP

σ2 +
∑

l∈Γi
−

[1:li−1]

h2
ijαilP








, ∀i ∈ Ik, (3)

∑

j∈Γi
−

αij ≤ 1, ∀i ∈ Ik, (4)

∑

(p,q)∈A

Rk
pq ≤

1

2
log









1 +

∑

(p,q)∈A

h2
pjαpqP

σ2 +
∑

i∈Γj
+

∑

l∈Γi
−

[1:li−1]

h2
ilαilP









, (5)

∀A ⊆ Qj = {(p, q) : p ∈ Γj
+, q ∈ Γp

−[li : di
−]} and∀j ∈ Jk.

Using superposition coding allows each transmitter to sendmessages to a subset of its

receivers. Thisreceiver selectionability allows better spatial reuse.

C. Dirty Paper Coding (DPC) - CB Scheme

In the DPC-CB scheme, the source is assumed to know the messages transmitted by all

the relays since all messages originate from the source. Therefore, whenS ∈ Ik, Dirty Paper

Coding (DPC) is used by the source to cancel interference to its receiver caused by simultaneous

transmissions from relay nodes. Other transmitters inIk transmit common messages similar to

the CB scheme. The receiverr to which the source is sending its DPC-coded message at rate
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Rk
s is not affected by interference from other relays and will decode only this message. The

other receivers must decode all the messages from all the transmitters (except the source) that

are connected to it. For example, in the stateS1 shown in Fig. 1,S transmits a DPC-coded

message toR2 using its prior knowledge of the messages transmitted byR1 and R3 (and the

corresponding channel gains). ReceiverR4 decodes the common messages transmitted byR1 and

R3, and receiverD decodes the common message transmitted byR3. In general, for the above

DPC-CB scheme, the achievable rate region for stateSk is given by the following constraints:

Rk
s ≤

1

2
log

(

1 +
h2

srP

σ2

)

, (6)

∑

i∈A

Rk
i ≤

1

2
log

(

1 +

∑

i∈A h2
ijP

σ2

)

,

(
∀A ⊆ Γj

+

∀j ∈ Jk \ r

)

. (7)

D. Dirty Paper Coding (DPC) - SC Scheme

In the DPC-SC scheme, the source uses DPC as in the DPC-CB scheme. Other transmitters

transmit messages as in the SC scheme. For the DPC-SC scheme,the achievable rate region for

stateSk is given by the following constraints: Equation (6) and

Rk
ij ≤

1

2
log








1 +
h2

ijαijP

σ2 +
∑

l∈Γi
−

[1:li−1]

h2
ijαilP








, ∀i ∈ Ik \ S, (8)

∑

j∈Γi
−

αij ≤ 1, , αir = 0, ∀i ∈ Ik \ S, (9)

∑

(p,q)∈A

Rk
pq ≤

1

2
log









1 +

∑

(p,q)∈A

h2
pjαpqP

σ2 +
∑

i∈Γj
+

∑

l∈Γi
−

[1:li−1]

h2
ilαilP









, (10)

∀A ⊆ Lj = {(p, q) : p ∈ Γj
+, q ∈ Γp

−[li : di
−] \ r} and∀j ∈ Jk \ r.

E. Flow Constraints and Optimization

Now, we present a constrained flow problem to compute the achievable rate from sourceS to

destinationD in the multistage relay network and the corresponding time-sharing between the

states. Letxk
ij denote the information flow rate from nodei to nodej in stateSk towards the sink.
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Let zk
ij be the maximum information flow through link(i, j) in stateSk. Let zk

i denote the total

information flow out of nodei in stateSk. In the CB and DPC-CB schemes, each transmitter

i in a state sends only one message. Since any receiverj can get information only from this

message a single flow variablexk
ij is sufficient. However, when SC is used, a receiverj can get

information from transmitteri through all messages that it can decode. Therefore, flow variables

corresponding to each transmitted message are required. Let xk
ij,s denote the information flow

rate from nodei to nodej via thesth transmitted message by nodei in stateSk. In this case:
di
−∑

s=li

xk
ij,s = xk

ij , ∀j ∈ Γi
−, i ∈ Ik. (11)

The optimization problem can now be stated as:

max
{xk

ij},{x
k
ij,s},{λk}

R, subject to: (12)

• Flow constraints: For alli ∈ V , we have

∑

{k:i∈Ik}

∑

j∈Γi
−

xk
ij −

∑

{k:i∈Jk}

∑

j∈Γi
+

xk
ji =







R if i = S

−R if i = D

0 else

.

• Scheduling constraints:
∑

k λk ≤ 1 andλk ≥ 0 ∀k.

• Rate region constraints: The achievable rate region constraints for each state depend on the

encoding and decoding scheme used. The rate constraints foreach of the three proposed

schemes for each stateSk are as follows:

1) CB scheme:
∑

j∈Γi
−

xk
ij ≤ zk

i , ∀i ∈ Ik, (13)

∑

i∈A

zk
i ≤ λk(RHS of (2)),

(
∀A ⊆ Γj

+

∀j ∈ Jk

)

, (14)

where RHS of (2) is the right hand side of (2).

2) SC scheme: Equations (4), (11) and:
∑

b∈Γi
−

[1:li]

xk
ib,li

≤ zk
ij , ∀j ∈ Γi

−, i ∈ Ik, (15)

zk
ij ≤ λk(RHS of (3)), ∀i ∈ Ik, (16)

∑

(p,q)∈A

zk
pq ≤ λk(RHS of (5)), (17)
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for all A ⊆ Qj and for all j ∈ Jk.

3) DPC-CB scheme:
∑

j∈Γi
−

xk
ij ≤ zk

i , ∀i ∈ Ik, (18)

zk
s ≤ λk(RHS of (6)), (19)

∑

i∈A

zk
i ≤ λk(RHS of (7)), (20)

for all A ⊆ Γj
+ and for all j ∈ Jk \ r.

4) DPC-SC scheme: Equations (8), (19), (11) and:
∑

b∈Γi
−

[1:li]

xk
ib,li

≤ zk
ij , ∀j ∈ Γi

−, i ∈ Ik \ S, (21)

zk
ij ≤ λk(RHS of (8)), ∀i ∈ Ik \ S, (22)

∑

(p,q)∈A

zk
pq ≤ λk(RHS of (10)), (23)

for all A ⊆ Lj and for all j ∈ Jk \ r.

For the CB and DPC-CB schemes, the above optimization problem is a linear program. However,

for the SC and DPC-SC schemes, it is not a linear program sincethe power sharing variables

αij ’s are also optimized. Numerical solutions for the SC and DPC-SC schemes may be computed

using generic constrained optimization routines such as the functionfminconin MATLAB.

F. Example

As an example, we provide the constraints for the StateS1 in Fig. 2 when the SC scheme is

used. These correspond to equation (15). Assume the channelgains are such that:α ≤ δ ≤ γ.

In StateS1, source nodeS transmits only one message, relay nodeR1 transmits two messages,

and relay nodeR3 transmits three messages. The first message fromR1 can be decoded byR4

and the second message can be decoded by bothR2 andR4. Similarly, The first message from

R3 can be decoded byR2, the second message can be decoded by bothR2 and R4, and the

third message can be decoded byR2, R4, andD. Therefore, the constraints are as follows:

• At transmitterS: xk
13,1 ≤ zk

13

• At transmitterR1: xk
25,1 ≤ zk

25, xk
25,2 + xk

23,2 ≤ zk
23

• At transmitterR3: xk
43,1 ≤ zk

43, xk
43,2 + xk

45,2 ≤ zk
45, andxk

43,3 + xk
45,3 + xk

46,3 ≤ zk
46
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In the CB scheme, transmitteri sends out a common codeword to all its receiversΓi
−. The

explicit constraints arexk
13 ≤ zk

1 at S, xk
25 + xk

23 ≤ zk
2 at R1, andxk

43 + xk
45 + xk

46 ≤ zk
4 at R3.

V. ACHIEVABLE RATE AND CAPACITY

In general, computing the rate achieved by the above relaying schemes requires optimization

over all possible schedules. In this section, we fix a simple schedule and compute the rate

achieved by it. We show that the cut-set bound can be approached with this simple schedule

over certain networks.

Definition 1 (Two-path, equal-source-gain networks):Consider a half-duplex relay network

represented by a graphG = (V, E) connecting a sourceS ∈ V and destinationD ∈ V with

channel gainshij , (i, j) ∈ E and maximum transmit powerP per node. Such a network is said

to be a two-path network if there are at least two node-disjoint paths connectingS andD. The

network is an equal-source-gain network if the source gainshSj = α (a constant)∀(S, j) ∈ E.

In general, the information rate in a relay network is upper-bounded by the maximum infor-

mation transfer across any cut. In an equal-source-gain network, the information rateR from S

to D is upper bounded by the source cut as

R ≤ I(XS; Y (V \S)|X(V \S)) ≤
1

2
log(1 + α2P ),

when there is no receiver cooperation. For two-path, equal-source-gain networks, we will show

an explicit schedule (using interference network states) that achieves an information rate equal

to the source cut under some conditions on the channel gainshij .

Two-path schedule: The specific schedule works for any two-path network, and isconstructed us-

ing two node-disjoint pathsP1 = {S, n11, n12, · · · , n1,l1 , n1,l1+1 = D} andP2 = {S, n21, n22, · · · ,

n2,l2 , n2,l2+1 = D} of lengths l1 + 1 and l2 + 1 edges (l1 ≥ l2, without loss of generality),

respectively. If there are multiple pairs of paths, any one can be chosen as the specific pair

P1 and P2. However, to reduce interfering links within a path, we select P1 and P2 to be the

two shortest paths (i.e. for any other pair of node-disjointpathsP ′
1 andP ′

2 in the network with

respective lengthsl′1 + 1 and l′2 + 1 (l′1 ≥ l′2), we havel1 ≤ l′1 and l2 ≤ l′2). Using P1 and P2,

two interference network statesS1 = (I1, J1) andS2 = (I2, J2) are constructed as follows.

I1 = {S, n12, n14, . . . , n1,2⌊l1/2⌋, n21, n23, . . . , n2,2⌈l2/2⌉−1},

J1 = {n11, n13, . . . , n1,2⌊l1/2⌋+1, n22, n24, . . . , n2,2⌈l2/2⌉},
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I2 = {S, n11, n13, . . . , n1,2⌈l1/2⌉−1, n22, n24, . . . n2,2⌊l2/2⌋},

J2 = {n21, n12, n14, . . . , n1,2⌈l1/2⌉, n23, . . . , n1,2⌊l1/2⌋+1}.

Observe that: (1) The sourceS is a transmitter in both states. The destinationD is never a

transmitter. (2) The destinationD is a receiver in both states ifl1 = l2 mod 2. If l1 6= l2

mod 2, D ∈ J1 when l1 is even (l2 odd), andD ∈ J2 if l1 is odd (l2 even). The states are

illustrated in Fig. 3 for two scenarios. The interfering links between the two paths are not shown

in the figure for simplicity. Note that in Fig. 3(b)D is present as a receiver only inS2 connected

to two nodes from one path each.

In general, the two statesS1 and S2 are interference networks, which are time-shared for

normalized time periods ofτ1 andτ2 = 1− τ1, respectively, in the final schedule. Transmissions

on the edges in the pathsP1 andP2 are processed as intended messages at the receivers and they

carry a nonzero information flow. All other edges have zero information flow and are processed

as interference at the receivers. Therefore, the flow of information is along the two pathsP1

andP2 from S to D. Let C1 = 1/2 log(1 + |hS,n11|
2P ) andC2 = 1/2 log(1 + |hS,n21|

2P ) be the

capacities of the two edges out of the source into pathsP1 andP2, respectively.

Strong interference condition in the CB scheme: We suppose that the sourceS transmits at rates

R1 ≤ C1 andR2 ≤ C2 in statesS1 andS2 to nodesn11 andn21, respectively. Further, information

received by a node at rateR1 when stateS1 is operational is forwarded in stateS2 by the same

node at rateR2. For flow conservation, we require thatR1τ1 = R2τ2. Using τ1 + τ2 = 1, we

haveτ1 = R2/(R1 + R2) and τ2 = R1/(R1 + R2).

In summary, each node inIt transmits at a common rateRt for a time periodτt in state

St for t = 1, 2. Hence, the relaying scheme considered is the CB scheme. Thequestion that

remains to be addressed is the condition for successful decoding by receivers in each state. In

each state, a receiving node sees a Gaussian MAC channel withdifferent channel gains and a

transmit power constraintP . If the receiving node is not the destinationD, exactly one of these

links carries information at a rateR1 or R2. If the receiving node isD, two of these links might

carry information at rateR1 or R2 depending on the parity ofl1 and l2.

Lemma 1:Consider a Gaussian Multiple Access Channel (GMAC) withK transmitters with

a power constraintP , channel gainshi, 1 ≤ i ≤ K and normalized unit noise variance at the

receiver. ForR = 1
2
log(1 + |g|2P ), the length-K rate vector(R, R, . . . , R) is achievable, if the
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channel gains satisfy either (a)|hi| ≥
√

(1+|g|2P )K−1
KP

, or (b)h1 = |g|, |hi| ≥
√

(1+|g|2P )K−(1+|g|2P )
(K−1)P

for 2 ≤ i ≤ K.

Proof: The sum-rate constraint imposed by the Gaussian-MAC results in the following

requirement on the channel gainshi:

KR =
K

2
log(1 + |g|2P ) ≤

1

2
log(1 + (|h1|

2 + |h2|
2 + · · · + |hK |2)P ).

The above condition is satisfied if

K

2
log(1 + |g|2P ) ≤

1

2
log(1 + Kh2

minP ) ≤
1

2
log(1 + (|h1|

2 + |h2|
2 + · · ·+ |hK |2)P ),

wherehmin = min{|h1|, |h2|, · · · , |hK |}. Hence, we need|hi| ≥ |hmin| ≥
√

(1+|g|2P )K−1
KP

. Since

the sum-rate constraint is satisfied, all other MAC constraints are satisfied for the rate vector

(R, R, . . . , R). This proves the conditions in part (a). For part (b), we use the sum rate constraint
K
2

log(1 + |g|2P ) ≤ 1
2
log(1 + |g|2P + (K − 1)h′

min
2P ), whereh′

min = min{|h2|, |h3|, · · · , |hK |}

and argue similarly.

Consider a receiverr ∈ Jt with neighbouring transmittersNt(r) = {q ∈ It : (q, r) ∈ E} for

t = 1, 2, and letdt(r) = |Nt(r)|. In stateSt, we have a Gaussian-MAC connecting thedt(r)

transmitters inNt(r) to the receiverr. The transmissions are at a common rateRt. Using Lemma

1, if S /∈ Nt(r), reception atr is successful whenever|hq,r| ≥
√

(1+|hS,nt1
|2P )dt(r)−1

dt(r)P
for q ∈ Nt(r)

and t = 1, 2. If S ∈ Nt(r) (i.e. r = n11 or r = n21), we use the second sufficient condition in

Lemma 1 to get|hq,r| ≥
√

(1+|hS,nt1
|2P )dt(r)−(1+|hS,nt1

|2P )

(dt(r)−1)P
for q ∈ Nt(r) \ S and t = 1, 2.

Extending this result, all receptions in stateSt, t = 1, 2, will be successful if the channel

gainshij for i ∈ Pt \ S satisfy

|hij | ≥ max







√

W
dt(nt1)
t − Wt

(dt(nt1) − 1)P
, max
r∈Jt\nt1, q∈Nt(r)

√

W
dt(r)
t − 1

dt(r)P






, (24)

whereWt = 1 + |hS,nt1|
2P . Hence, a rateR1τ1 + R2τ2 = 2R1R2/(R1 + R2) is achieved by the

two-path schedule in the CB scheme for anyR1 ≤ C1 andR2 ≤ C2, whenever (24) is satisfied

by the channel gains of the network. We state the above resultas a theorem below.

Theorem 1:Consider a two-path half-duplex relay network withC1 andC2 ≤ C1 being the

capacities of the edges from the source into any two node-disjoint paths. In such a network, a

common broadcast relaying scheme using a two-path schedulewith two states (as defined above)

achieves rates up to2C1C2/(C1 + C2), if (24) is satisfied.
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Here are a few observations about the condition (24) and the above theorem.

1) If the network in Theorem 1 is an equal-source-gain network with source gains equal to

α, then a rateC = 1/2 log(1 + |α|2P ) (useC1 = C2 = C) is achievable by the common

broadcast relaying scheme. Hence, under (24), the source cut-set bound is achieved in

two-path, equal-source-gain networks.

2) If (24) is satisfied, then the gains on the pathsP1 andP2 satisfy|hij | ≥ |hS,nt1| for t = 1, 2.

Therefore, a simple one-path alternating schedule on pathPt achieves a rate ofCt/2. Also,

for P << 1, (24) approximates to|hq,r| ≥ |hS,nt1|.

3) By the above, a rate ofmax{C1/2, 2C1C2/(C1 + C2)} is achievable under the conditions

of Theorem 1 by either one-path or two-path scheduling. We see that two-path scheduling

is better than one-path, ifC2 > C1/3.

4) Let κt = maxr∈Jt
dt(r) for t = 1, 2. If (κt + 1)|hS,nt1|

2P ≥ 1, (24) is satisfied whenever

|hq,r| ≥
√

(1+|hS,nt1
|2P )κt−1

κtP
.

5) Under the DPC-CB scheme with DPC at the sourceS, links from the source in the set

Nt(r) can be removed in (24). This will result in a weakening of (24)in the sense that

the same rates are now achievable for a larger range of channel gains.

6) Since the SC scheme includes the CB scheme as a special case, Theorem 1 holds for the

SC scheme as well. The condition (24) could presumably be weakened by a version of

Lemma 1 for non-constant rate vectors.

In summary, Lemma 1 and Theorem 1 show that the cutset bound can be achieved by the CB

scheme under suitable strong interference conditions on two-path, equal-source-gain networks.

Weak interference condition in the DPC-SC scheme: We now provide weak interference condi-

tions under which the DPC-SC scheme achieves the cutset bound. We use the same two-path

schedule, withP1 andP2 chosen to be two shortest paths. In each stateSt, a receiverr ∈ Jt in

pathP1 (say) is connected to a legitimate transmitter on the pathP1, one interferer on the same

path and other possible interferers from the other pathP2. In Fig. 3, for r = n12 ∈ J2, we have

n11 as the legitimate transmitter andn13 as the interferer on the same path. Since the paths are

shortest, there cannot be other interferers from the same path.

In general, for the MAC at receiverr in the pathPt, we have two links on the data flow path

(one of them interfering) and otherdt(r)−2 possible interfering edges connecting the two paths.

Suppose thatr does MAC-decoding for the two links on the data flow path and treats all inter-path
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interference as noise. Then, atr not connected to the source or destination, we have a two-user

Gaussian-MAC with effective normalized receiver noise variance≤ 1+(dt(r)−2)h2
maxP , where

hmax = max{|hij | : i ∈ P1, j ∈ P2, (i, j) ∈ E, i 6= S, j 6= D} is the maximum gain on

any inter-path edge. For(r, D) ∈ Pt, the destination is the next node on the path; since the

destination is never a transmitter, we have a single-user Gaussian channel with effective noise

≤ 1 + (dt(r) − 1)h2
maxP . Note that we assume Gaussian codebooks at all transmitters. A rate

vector [R R] for R = 1/2 log(1 + |g|2P ) is achievable on the two-user MAC forr such that

(r, D) /∈ Pt whenever

2R = log(1 + |g|2P ) < 1/2 log

(

1 +
2h2

minP

1 + (dt(r) − 2)h2
maxP

)

,

where hmin = min{|hij| : (i, j) ∈ P1 or P2, i 6= S} is the minimum gain on any edge (not

originating from the source) in the chosen paths. The above condition reduces to

hmax ≤ min
r∈J1∪J2,r 6=nt1,(r,D)/∈Pt

c
√

(dt(r) − 2)P
, with 1 + c2 =

h2
min

|g|2 + |g|4P/2
> 1. (25)

For a receiverr such that(r, D) ∈ Pt, a rateR < 1/2 log

(

1 +
h2

minP

1 + (dt(r) − 1)h2
maxP

)

is

achievable. The above condition reduces to

hmax ≤ min
r∈J1∪J2,r 6=nt1,(r,D)∈Pt

c′
√

(dt(r) − 1)P
, with 1 + c′2 =

h2
min

|g|2
> 1. (26)

Clearly, for (25) and (26) to be valid, we needhmin > |g|. Since DPC-SC is employed, (25) and

(26) need not be satisfied for receiversr connected to the source i.e.r 6= n11 or r 6= n21. For these

receivers, DPC at the source eliminates all interference. Hence, for DPC-SC in a two-path equal-

source gain network with source-gainα, we can setg = α and achieve rateR = 1/2 log(1+α2P ),

which equals the source cut, wheneverhij satisfy (25) and (26). Essentially, (25) and (26) provide

a lower bound on the gains of data-carrying edges on the chosen paths (hmin), while imposing

an upper bound on the gains of interfering inter-path edges (hmax).

VI. NUMERICAL RESULTS

We evaluate and compare the rate achieved by the MDF schemes:(1) CB, (2) SC, (3) DPC-CB,

and (4) DPC-SC for two different network topologies and channel realizations. The cheap relay

cut-set upper bound for half-duplex relay networks and the rate achieved by the IA scheme are

also evaluated. The rate achieved by each scheme is obtainedby solving the optimization problem
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in (12) with appropriate rate region constraints. The strong and weak interference regimes are

illustrated when appropriate.

Since the diamond network has been studied in detail in [7], [8], we skip details and simply

mention that the proposed MDF protocols recover similar results for the diamond network. Note

that the protocols and optimization methods of Section IV work for all relay networks with

arbitrary topology. We have chosen two simple networks for illustration purposes.

A. Two stage relay network

Consider the network shown in Fig. 1. For evaluating the cut-set bound, all the22 · 34 = 324

states were considered (The source is never in receive stateand the destination is never in transmit

state.). For this network, the interference avoidance states are the states with a single transmitting

node. For the proposed MDF protocols, interference networkstates with two transmitters (
(
5
2

)
=

10 states) and some states with three transmitters (5 out of
(
5
3

)
= 10 states) are used along with

the IA states. Two of the states with three transmitters are shown in Fig. 2 for illustration.

In Fig. 4, we setα = γ = 1 and varyβ = δ. The cut-set bound, determined by the source cut, is

1 for all β. As seen in the figure, there is a significant gap in performance between the IA scheme

and the cut-set bound. The proposed MDF schemes perform significantly better than the IA

scheme and achieve the cut-set bound for certain channels.For large β(= δ): (1) All four MDF

schemes achieve capacity of 1 by equal time-sharing of states S3 = ({S, R2, R3}, {R1, R4, D})

andS4 = ({S, R1, R4}, {R2, R3, D}). The receivers in both these states see strong interference,

which can be canceled at the receiver. For instance, in stateS3, the receiverR1 can decode

the source’s message in the presence of strong interferencefrom R2 andR3. (2) According to

the condition for strong interference derived in Section V,the CB scheme achieves the cut-set

bound for β > 5.01 dB, and the DPC-CB scheme achieves the cut-set bound forβ > 1.99

dB. The analytical bounds clearly agree with the numerical results obtained by solving the

optimization problem.For small β: (1) Common broadcast at the relays is limited by a weak

receiver with close-to-zero capacity. DPC-CB is better, but still limited by common broadcast to

weak receivers. (2) Superposition coding, which enables different rates to receivers, proves to

be better at low values ofβ. For SC, statesS1 andS2 (shown in fig. 1) are used, and the rate

is limited by the interference at relaysR1 and R2. Whenβ = 1 (0 dB), DPC-CB is better as

SC becomes identical to CB for identical channel gains. (3) The DPC-SC scheme performs the
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best and approaches the cut-set bound asβ(= δ) → 0. i.e., when interference becomes weak.

In Fig. 5, we setα = β = δ = 1 and varyγ. The cut-set bound, determined by the source cut,

is 1 for all γ. For large γ: (1) From the analysis of the strong interference regime in Section

V, the DPC-CB and DPC-SC schemes achieve the cut-set bound for γ > 3.01 dB. DPC-SC and

DPC-CB achieve capacity by time-sharing the statesS1 and S2. The interference at relaysR1

andR2 are canceled using DPC, while the interference atR3 andR4 are overcome because the

gains of theR2 → R3 and R1 → R4 links increase withγ. (2) The same states are used for

the SC scheme as well. However, interference atR1 and R2 are overcome only forγ → ∞.

(3) As γ → ∞, the CB scheme also approaches the cut-set bound by time-sharing between the

states({S, R4}, {R1, D}) and ({R1}, {R4}). However, it performs worse than the SC scheme

for a fixedγ. For small γ: (1) All MDF schemes approach rates lower than the cut-set bound.

DPC-SC and DPC-CB achieve rates of 0.76 and 0.7, while the SC and CB achieve rates of0.67

and 0.55 respectively. Sinceβ = δ = 1, interference is never weak in this case. (2) For both

DPC-CB and CB schemes, statesS3 andS4 are used. While the interference atR3 andR4 limits

the DPC-CB scheme, the CB scheme is limited by the interference at relaysR1 andR2.

In Fig. 6, we fix α = 1, β = 1.25 and varyγ = δ to illustrate both the strong and weak

interference regimes. The two interference network stateschosen according to the simple schedule

in Section V have been used here to achieve the cut-set bound.The DPC-SC scheme achieves

the cut-set bound forγ(= δ) > 2.68 dB and forγ < −3.63 dB, as per the bounds in Section V.

The DPC-CB scheme achieves the cut-set bound only forγ(= δ) > 2.68 dB.

B. Rectangular grid network

In the 4 × 3 rectangular grid network shown in Fig. 7, we use a path-basedheuristic to limit

the number of possible states in the MDF protocols. We first select three non-overlapping paths

from the source nodeS = 1 to the destination nodeD = 11, since multiple flow paths with

interference processing is effective. The paths chosen areS → 4 → 7 → D, S → 5 → 8 → D

and S → 6 → 9 → D. Using the nodes on these paths, three states chosen for scheduling are

({S, 6, 8}, {4, 9, D}), ({S, 4, 9}, {5, 7, D}), and({S, 5, 7}, {6, 8, D}). Note that the source node

is a transmitter and the destination node is a receiver in allthree chosen states. Also, the other two

transmitters are chosen to be at different distances from the source. With this choice of states, we

have a two-stage relay network with six relay nodes{4, 5, 6, 7, 8, 9} aiding communications from
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the source to the destination. For the proposed MDF schemes,we also use 5 important IA states

(T1 = ({S, 3, 6}, {2, 9, 10, 11}), T2 = ({S, 4, 9}, {3, 7, 11, 12}), T3 = ({2, 3, 11}, {4, 6, 10, 12}),

T4 = ({S, 6}, {4, 8}), T5 = ({S, 4}, {6, 8})) in addition to the 3 states chosen above.

In Fig. 8, the gainsβ and γ are set to 1, and the gainα is varied. The cut-set bound is

calculated using all possible states and the IA scheme uses all interference avoidance states.For

large α: (1) The CB and SC schemes are limited by the interference at relays 4 and 5 even for

largeα. (2) The DPC-CB and DPC-SC schemes achieve a rate of 1 forα > 3.01 dB. Note that

since the gains of the paths chosen depend only onβ and γ, a maximum rate of 1 can only

be achieved. However, increasingα does change the interference. The cut-set bound is finite

even if α is large since there is a cut separating nodes 1-6 from nodes 7-12 that is determined

only by β andγ. For small α: (1) The DPC-CB and CB schemes are limited by the common

broadcast constraint at the relays. (2) While SC scheme can perform better, it is still limited by

interference at relays 4 and 5 compared to the cut-set bound.(3) The DPC-SC scheme performs

the best and approaches the cut-set bound asα → 0.

In summary, in larger networks, the choice of schedule is important. We have used a path-based

heuristic and relied on interference-processing for approaching the cut-set bound.

Multicast Communication: In Fig. 9, we present the performance of the proposed MDF relaying

schemes for multicast communication. We include the possibility of network coding for multicast

communication and modify the flow constraints in the optimization in (12) for multicast as in

[18]. For illustration, we consider the DPC-CB scheme with amulticast session over the4 × 3

grid network. The source node is S=1 and the sinks are nodes 10, 11 and 12.

We select the two paths connecting source and each sink. The paths chosen for sink10 areS →

4 → 7 → 10, S → 5 → 8 → 10 and the paths chosen for sink 11 areS → 4 → 7 → 11, S →

6 → 9 → 11. Similarily, the paths chosen for sink 12 areS → 5 → 8 → 12, S → 6 → 9 → 12.

Based on the path-based heuristic schedule, we select the following two interference-processing

states:S1 = ({S, 4, 6, 8, 11}, {5, 7, 9, 10, 12}), S2 = ({S, 5, 7, 9}, {4, 6, 8, 10, 11, 12}). Along

with those, we use six interference avoidance states:T1, T2, T3, T4, T5, T6 = (8, {10, 11, 12}).

With these eight states, the DPC-CB scheme always achieves better multicast throughput than

the interference avoidance scheme which is evident in Fig. 9. Thus, the proposed MDF relaying

schemes achieve significant improvement for multicast communication as well.
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C. Discussion

Single hop vs Multihop: For the network in Fig. 1, the cut-set bound is upper boundedby

Cpp = 1
2
log(1 + α2P/σ2), which can be interpreted as the capacity of a point-to-point link

with power constraintP and channel gainα. Using the protocols in this work, we have shown

that rates up toCpp are achievable by multistage half-duplex relaying in the network of Fig.

1 for certain ranges of the channel gainsα, β, γ, and δ. A necessary condition for achieving

the point-to-point capacity under the half-duplex constraint is that the source needs to be in

transmit mode at all times. From our work, it appears that continuous transmission by the

source and information transfer through the half-duplex relays is possible as long as there are

two or more non-overlapping paths from the source to the destination (which is true in Figs. 1

and 7). Further, coding in interference networks created bymultiple transmitters and receivers

of the relay network is crucial for enabling the informationflow.

Full-duplex Relaying vs Half-duplex Relaying: The second comparison is with full-duplex relays.

The achievable rate even with full duplex relays is bounded by the sum rate across the source-

broadcast cut, which is equal toCpp, for the network in Fig. 1. Once again, we observe that two

non-overlapping paths through the relays and interference-network coding enable a half-duplex

relay network to achieve the full-duplex cut-set bound for certain ranges of channel gains.

VII. CONCLUSIONS

In this work, we have studied multihopping decode and forward (MDF) protocols over a relay

network under practical assumptions such as half-duplex nodes, no cooperation among relay

nodes and finite SNR. The states of the network (nodes either transmit, receive or remain idle)

are seen as interference networks that support a certain rate region. Information flow from source

to destination is optimized over the time-sharing of the interference network states.

Through analytical derivations, we show that MDF protocolsused with a simple two-state

schedule can approach the cutset bound under strong and weakinterference regimes of channel

gains. Use of multiple source-destination paths and dirty paper coding (DPC) at the source appear

to be important tools for approaching the cutset bound in half-duplex relay networks.

Numerical studies have been performed on some example networks to illustrate the results.

As expected, processing interference provides useful gains over interference avoidance in all
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scenarios. Even in larger networks, heuristic scheduling methods using states formed from

multiple non-overlapping paths prove to be useful for approaching the cutset bound.
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Fig. 4. Performance in two stage relay network,α = 1, γ = 1, vary β = δ.
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Fig. 5. Performance in two stage relay network,α = 1, β = 1, δ = 1, vary γ.
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Fig. 7. 4× 3 Grid Network.
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Fig. 8. Performance in Grid Network,β = 1, γ = 1, vary α.

−10 −8 −6 −4 −2 0 2 4 6 8 10
0.4

0.5

0.6

0.7

0.8

0.9

1

α  (dB)

A
ch

ie
va

bl
e 

R
at

e

 

 

DPC−CB

IA

Fig. 9. Multicast throughput in Grid Network,β = 1, γ = 1, vary α.
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