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Abstract

Wireless networks with multiple nodes that relay inforroatfrom a source to a destination are
expected to be deployed in many applications. In this wor&, a@nsider multihopping decode and
forward (MDF) relaying protocols for multistage half-deglrelay networks with no direct link between
the source and destination nodes. Each state of the haédoptwork is considered as an interference
network. Receivers in each state employ interference peitg/cancellation; however, no cooperation
across relay nodes is assumed for encoding or decoding.cheelsling of interference network states
is optimized to maximize the rate for a given realization béwenel gains. For arbitrary networks with
two node-disjoint paths between source and destinationawedytically characterize strong and weak
interference channel-gain regimes, and show an expli@tdtate schedule that approaches the cheap
relay cutset bound in these regimes. Numerical evaluatioexample networks illustrate the capacity-
approaching performance of MDF protocols and the effenggs of interference processing. Our results
suggest that multistage half-duplex relaying with praaticonstraints on cooperation and finite SNR
is comparable to point-to-point links and full-duplex nelaetworks, if there are multiple node-disjoint

paths from source to destination and if suitable coding ipleyed in the interference network states.

I. INTRODUCTION

One of the key technologies in next generation wireless comeoation systems for achieving
high throughput and providing better coveragedkying Relaying has attracted a high level
of recent research interest with several papers focusingaoious aspects of communicating

using relays with different constraints and assumptiomshis work, we are concerned with the
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capacity of multistage relaying from one source to one dastin through an arbitrary network
of half duplex relays.

While the proposed protocols could be applied to arbitrapltistage half-duplex networks,
an example network that we consider in detail for ease ofamgilon and clarity is the two
stage relay network shown in Fig. 1. In this 6-node netwdnk, $ource nodé& = 1 intends to
communicate with the sink node = 6 through 4 relay node§R; = 2, Ry = 3, Ry = 4, R4 = 5}
connected as shown. The channel gams/{, v, J) are shown next to the corresponding edges.
For simplicity, some of the gains are assumed to be identi@al a multistage half-duplex relay
network such as the one in Fig. 1, we study coding methods estdqonls needed to achieve
the best possible rate from source to destination for differanges of the channel gains.

There are two aspects to multistage relaying when relaysameected in an arbitrary fashion:
(1) scheduling transmissions and receptions by nodes, 2ndoding and decoding methods
employed by nodes during transmissions and receptionsectgely. One strategy for scheduling
is to avoid interference altogether. However, the maximaia date under Interference Avoidance
(IA) is limited, because the source is transmitting onlyddraction of the total time. To improve
upon IA, more states of the network with the source in trahsnude need to be considered.
The scheduling task is to determine those states that acgatfar obtaining higher rates.

When multiple nodes transmit, interference network statescreated in the network based
on the connectivity. For illustration, two interferencewerk states are shown in Fig. 2 for the
network of Fig. 1. In one state;, R;, and R3 are transmitters and, in the other stafe R,, and
R, are transmitters. Note that, in both the states shown inlEithe source node is a transmitter
and the destination node is a receiver.

The capacity region and the corresponding optimal codingtedy are not known for in-
tereference networks, and we study different coding girase We fix that the receivers decode
by successive interference cancellation. At the transmitte consider four different strategies
of increasing complexity. The first strategy is common bozest, where the transmitter sends
at a rate that can be decoded by its weakest receiver. The cormbnoadcast strategy is just
as complex as point-to-point transmission. The secondeglyas superposition coding, where
the transmitter orders the receivers according to theineeastrength and sends additional
information to more capable receivers. Superpositionrapdhough more complex than common

broadcast, will be seen to be important for approaching @gpahen the channel gains out
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of a transmitter vary over a wide range. For both these sgfiege no cooperation is needed
for encoding. The transmitting nodes only need to know thative channel strengths of their
receivers. The third coding strategy is dirty paper codiDBC) at the source node and common
broadcast at the other transmitters. Since the source writp@ator of all messages, we assume
that the source node knows the message to be sent by relay moiierference network states.
For instance, in the stat®, shown in Fig. 1, the source node is assumed to know the codewor
transmitted by the relay node®, and R;. Under this assumption, the source node employs
DPC to cancel the interference from the relays. As shown m 8¢ DPC at the source node
proves to be crucial for approaching capacity in certainmneg of channel gains. However,
some additional cooperation is needed for DPC, as the soereds to know the channel gains
between relays as well. The fourth coding strategy is didpgr coding (DPC) at the source
node and superposition coding at the other transmitters.

For each of the four coding strategies, suitable rate ragaoa determined for each state (or
interference network). The overall rate achievable fromgburce to the destination is computed
using an optimization over the time-sharing of the rateaergifor each state, subject to additional
flow constraints that ensure compatibility of the rate vestaesed for individual states.

For an arbitrary network with two node-disjoint paths froausce to destination, we study the
MDF protocols over a simple two-state schedule chosen usi@gource-destination paths. In
this setting, we analytically compute weak and strong fatence channel gain regimes, where
capacity is approached by some of the MDF protocols. To éurgiudy the protocols, numerical
evaluation is performed on two specific networks, where wewsthat the cut-set bound is
approached for several regimes of channel gains.

To place our work better, we review a sample of the relevant fiterature. The relay channel
is a classic setting, introduced in [1], and studied extaztgi[2]-[4]. One result of particular
interest is the cut-set bound for half-duplex relay netwargerating by time-sharing over a finite
number of states [5]. This “cheap relay” bound has been ugeseberal authors as an outer
bound for achievable rates. Recent and past studies of ldne acbannel can be classified based
on the following considerations: (1) number of stages apaoltmgy of the relays, (2) duplex (half
or full) constraints assumed for the relays, (3) coopenatissumed between nodes, and (4) the
analysis method - Diversity Multiplexing Gain Tradeoff (OMor capacity computations. The

half-duplex diamond network with two relays has been sulidie[6]-[9]. The multi-hopping
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decode and forwardMDF) protocol, proposed in [6] and extended in [7], achgevates close
to the cheap relay cut-set bound. Waeigal [8] consider a modified diamond network with
an additional link between the relays and propose a codiadesty using Dirty Paper Coding
(DPC), which is shown to approach the cut-set bound. Mor¢opuads for general half-duplex
wireless relay networks have been studied in [10], [11]. &orarbitrary number of relays in a
general topology, capacity approximations have been lestted in [12] under the full-duplex
and full-cooperation assumptions. The optimal DMT for @dyy relay networks with full-duplex
and half-duplex nodes have been determined in [13] and fk4jectively. In relation to the
above, in our work, we propose and study multi-hopping decaad forward (MDF) protocols
in the following setting: (1) Ageneral topologyof relays, (2)Half-duplex nodes(3) No receive
cooperation (4) Finite SNRs

The rest of this article is organised as follows. The model aperation of the relay network
are described in Section Il. The cutset outer bound is desdrin Section Il followed by a
description of the MDF protocols in Section IV. The achideabate for a simple schedule
is analyzed in Section V in the strong and weak interferergpmes. Numerical results are
presented in Section VI, and concluding remarks are madeatidh VII.

II. MODEL

We represent a wireless network with nodes as an undirected gragh= (V, E), where the
vertex setV = {1,2,...,m} represents the wireless nodes. An edgg) € £ indicates that
Node: and Node;j are connected by an additive white Gaussian noise (AWGNra#lawith
constant gain denoted ds;. Further, (i, j) € E implies that Nodej is connected to Node
with a channel gairh;; = h;;.

Each node is subject to an average power constfaiahd a noise variance?. In addition,

a half-duplex constraint is imposed on the nodes so that¢hayeither transmit, receive, or be
idle at any given time. Therefore, in this work, arnode half-duplex wireless network can be
in M < .# = 3™ states that are denoted, Ss, ---, Sys. In such a network, we are interested
in maximizing the communication ratB from an arbitrary sourc& € V' to an arbitrary sink
D € V. Nodes inV \ {S, D} act as relays. Information flow from source to destinatioppeans
by a time-sharing of the states, 1 < k < M, and may reach the destination in multiple hops

depending on the connectivity of the graph. Hence, the 8pgribblem considered in this work
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can be termeanultihop, half-duplex relayingn an arbitrary wireless network.

The total transmission time is normalized to one time umtl atatesS;, is active for a\,
fraction of the time K, could be zero) withy_," A\, = 1. As in [6], [7], we assume that the
state sequence and the time-sharing parameters are knalimtmdes before transmission. Let
I, = {i € V : Nodei is a transmitter in Stats,} be the set of active transmitters in Stétg
and letJ, = {i € V : Nodei is a receiver in Stat&}} be the set of active receivers in State
Si. When stateS;, is active, simultaneous transmissions from nodeg.ican interfere at one
or more of the receivers i, depending on the connectivity of the nodes/jnand J,. Thus,
each state5;, = (I, Ji) is aninterference networkl5] or hyperedgewith I, and J,. as the two
disjoint vertex sets. We use the terms interference netwuyBeredge and state interchangeably.
The choice of a specific coding and decoding strategy for ssate S, = (I, J;) determines
possible operating rate vectors in an achievable rate mefgip that state. Since the capacity
region and optimal coding scheme are not known for genetatfarence networks, we consider
four suboptimal strategies for each state based on diffémeadcast and interference processing
techniques. In all these strategies, we impose the constrait the receivers;, cannot cooperate
in decoding. Similarly, the nodes if}, are assumed to encode their messages independently;

however, in two schemes, the source is assumed to know theagesstransmitted by the relays.

Ill. CUT-SET BOUND

A cut-set upper bound for half-duplex relay networks opegaby time-sharing over a finite
number of states has been derived in [5]. This bound is pteddrere, briefly.

Let X and Y@ be the transmitted and received variables at nodéen it is in transmit
and receive states, respectively. The maximum achievabdemation rateR between sourcé

and destinatiorD in a half-duplex network is bounded as

c

M
R < sup inn Z)\k](X(%);Y(%
A k=1

), (1)

for some joint distributiongp(zM, 22 ... 2M|EK)}, 1 < k < .#, where the supremum is
over all A\, > 0 such thatz;fil A = 1, and the minimization is over alll such thatS € (,
De QX0 ={XW:icQni}, Y = {Y¥ i e QN i}, X = {XD i € Q°N [} The
above upper bound can be computed by solving a linear pro§ranthe mutual information
I(XG) Y

c

)

) X(%) is computed exactly using known sum rate capacity resul$ yhen the
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choice of(2 and k results in multiple access or broadcast channels. Whenutimerate capacity
is not known exactly (e.g. for interference channels), thetiple-input multiple-output (MIMO)

sum capacity is used as an upper bound.

[V. MULTIHOP HALF-DUPLEX RELAYING STRATEGIES

In this section, we present the four MDF strategies that wdystn the context of a general
relay network with half-duplex nodes. In all these stragsgithe network operates by time-
sharing between the states, where each state is an intexéenetwork in general. The strategies
differ in the encoding scheme in each state. The decodercht eeiver employs successive

interference cancellation (SIC).

A. Common Broadcast (CB) Scheme

In state S, = (I, Ji), each transmittei € [, sends a common message at r&eto the
set of all its receivers denotdd . Each receiver; ¢ J, must decode the messages from the
set Fi (say) of all the transmitters connected toThe decoding constraints at each receiver
for achievability are the constraints for the multiple a&sehannel corresponding to the SIC
receiver. Therefore, the achievable rate region for eaate S, is defined by the constraints:
DB < log( 72’622]“2313) , @
€A
for all A C T and for allj € J,. When each transmitter is connected to all receivers, i.e.,
I'" = J, for each: € I, the above region is the same as the compound multiple acatss

region in [17].

B. Superposition Coding (SC) Scheme

In this scheme, in staté), each transmittef € I, sendsd’ independent messages to its
receivers inl*. using superposition coding. For simplicity of notation, a®sume that the’
receivers inl**_ are arranged in descending order of channel magnitude fransmitter;, and
I [p: q] denotes the set of elementsdf starting from thep’” element to they'" element. Let
the j' codeword transmitted from transmittétbe x;;. Let the power used for this codeword
be P; = o;;P and R’f be the rate. Therefore, the transmitietransmits a superposition of

codewords given by, = Zjep,i Xj-
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The received word at receiveris

yi = Z hij Z Xl + Wy,

ierd.  lert

where w; is the additive white Gaussian noise at receiyerEach receiver; decodes the
codewords intended for itself and all otheeakerreceivers. Let receiver be thel!" receiver in
I . The codewords with indicels to ¢’ are decoded at thg” receiver. The codewords of the
weaker receiver§” [/, + 1 : d" ] are canceled in the SIC receiver. Therefore, only the codisvo
to the stronger receiveiis’ [1 : [; — 1] will interfere. The received word can be written as

= Z Z hijxi + Z hijxi; + Z Z higXit +W;j.

i€l 1€T [1:1;—1] i€, i€l 1EP [li+1:d" ]

7 7

Vo Vo
interference codewords decoded codewords

Therefore, the achievable rate region for each states defined by the following constraints:

Ry < Slog |1+ . Vi € I, 3)
2 0%+ Z hzozllP
leT [1:0;—1]
Y ay <1, Viel, (4)
jert
Z i Otpg P
1
> R, < Slog |14+ ——22 (5)

(pg)eA 2 o® + Z Z hja P

il lel™ [1:4;—1]
VACQ;={(p,q):p T’ q eI [l;: d']} andVj € Jj.
Using superposition coding allows each transmitter to serebsages to a subset of its

receivers. Thigeceiver selectiorability allows better spatial reuse.

C. Dirty Paper Coding (DPC) - CB Scheme

In the DPC-CB scheme, the source is assumed to know the nesss@mnsmitted by all
the relays since all messages originate from the sourceefdre, whenS € I, Dirty Paper
Coding (DPC) is used by the source to cancel interferences t@ceiver caused by simultaneous
transmissions from relay nodes. Other transmitterg;itransmit common messages similar to

the CB scheme. The receiverto which the source is sending its DPC-coded message at rate
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R* is not affected by interference from other relays and wiltatie only this message. The
other receivers must decode all the messages from all thentitters (except the source) that
are connected to it. For example, in the stateshown in Fig. 1,S transmits a DPC-coded
message taR, using its prior knowledge of the messages transmittedzbyand R; (and the
corresponding channel gains). Receiftgrdecodes the common messages transmittefl;bgnd
R3, and receiverD decodes the common message transmitted?fyin general, for the above

DPC-CB scheme, the achievable rate region for states given by the following constraints:

2
B < %mg(uh P), ©)
1 S hiP VA CTY
koo 2 i€A i ="+
ZRZ < 210g<1+ p )’(WeJk\r) 7)

€A
D. Dirty Paper Coding (DPC) - SC Scheme

In the DPC-SC scheme, the source uses DPC as in the DPC-CBisck@her transmitters
transmit messages as in the SC scheme. For the DPC-SC sdhenaghievable rate region for

stateSy is given by the following constraints: Equation (6) and

L 1 h?, s P ,
R < Slog|1+ ., Yie i\ S, (8)
2 o2 + Z h?j()éilp
ler [1:0;—1]
Z al] S 17 y Qe :07 \V/'l € Ik\Sv (9)

jert

Z hm apq

1 (p,q)EA
S R, < lig|1d , (10
(p,q)€A 2 o® + Z Z hiai P

i€l 1er [1:1,—1]

IN

VACL; ={(p,q):peT?,qeT?[l;:d"]\r} andVj € J;, \ r.

E. Flow Constraints and Optimization

Now, we present a constrained flow problem to compute theeaahle rate from sourcg to
destinationD in the multistage relay network and the corresponding taimaxng between the

states. Letrfj denote the information flow rate from nodéo nodej in stateS; towards the sink.
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Let zf; be the maximum information flow through linfk, ;) in stateS;. Let ¥ denote the total
information flow out of node in stateS;. In the CB and DPC-CB schemes, each transmitter
7 in a state sends only one message. Since any recgigan get information only from this
message a single flow variabiéj is sufficient. However, when SC is used, a receivean get
information from transmittei through all messages that it can decode. Therefore, flowmblas
corresponding to each transmitted message are require(tfjl,_sedenote the information flow

rate from node to nodej via the s transmitted message by nodén stateS;. In this case:
dt
s=l;

The optimization problem can now be stated as:

max R, subject to: (12)
{Ii?.]'}v{xfj,s}v{)‘k}
« Flow constraints: For all € V', we have
R ifi=S
MIDIEEID DD DL ST
{kui€l)} jert {kui€ i} jer 0 else

« Scheduling constraintss_, A\, < 1 and ), > 0 Vk.

« Rate region constraints: The achievable rate region cnsirfor each state depend on the
encoding and decoding scheme used. The rate constraineadbr of the three proposed
schemes for each statg are as follows:

1) CB scheme:

doab < 2 viel, (13)
jert
cTv
zf < M(RHS of (2), (M — F*), (14)
icA Vj € Jk
where RHS of (2) is the right hand side of (2).
2) SC scheme: Equations (4), (11) and:
dooab, < 2 Vielliel, (15)
bel_[1:1;]
2l < M(RHS of (3),Vi € I, (16)
>z < A(RHS of (5), (17)
(p.9)EA
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10

for all A C @; and for allj € Jj.
3) DPC-CB scheme:

S oaf < viel, (18)
jert

& < M(RHS of (), (19)
> 2 < A(RHS of (7)), (20)
€A

for all A C IV and for allj € J, \ r.
4) DPC-SC scheme: Equations (8), (19), (11) and:

dooak, < oz, Vielliel\S (21)
bel [1:1;]

2t < A(RHS of (8),Vi € I\ S, (22)

>z, < A(RHS of (10), (23)
(p9)€A

for all A C L; and for allj € J; \ r.
For the CB and DPC-CB schemes, the above optimization prolde linear program. However,
for the SC and DPC-SC schemes, it is not a linear program shree@ower sharing variables
a;;'s are also optimized. Numerical solutions for the SC and EFCschemes may be computed

using generic constrained optimization routines such aduhctionfminconin MATLAB.

F. Example

As an example, we provide the constraints for the Statéen Fig. 2 when the SC scheme is
used. These correspond to equation (15). Assume the chgaims are such thatt < § < ~.
In StateS;, source node' transmits only one message, relay ndéetransmits two messages,
and relay noddr; transmits three messages. The first message fproan be decoded by,
and the second message can be decoded byBotnd ;. Similarly, The first message from
R3 can be decoded by,, the second message can be decoded by Rgtand R,, and the
third message can be decoded By, R4, and D. Therefore, the constraints are as follows:

. At transmitterS: zf; , < 2fj

o At transmitterR,: af; | < 25, ab, 4 by, < 2B,

o AttransmitterRs: afy, < 2i, a5, + ks, < 2h5, andals 5+l 5 + 2l 4 < 20
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In the CB scheme, transmittérsends out a common codeword to all its receiviérs The

explicit constraints are’, < 2§ at S, =k + 2k, < 25 at Ry, andzh, + 2%, + 2%, < 28 at Rs.

V. ACHIEVABLE RATE AND CAPACITY

In general, computing the rate achieved by the above rejagthemes requires optimization
over all possible schedules. In this section, we fix a simgleedule and compute the rate
achieved by it. We show that the cut-set bound can be appedasiith this simple schedule
over certain networks.

Definition 1 (Two-path, equal-source-gain network§onsider a half-duplex relay network
represented by a grapfi = (V, E) connecting a sourcé € V' and destinationD € V' with
channel gaing;;, (i,j) € £ and maximum transmit powe? per node. Such a network is said
to be a two-path network if there are at least two node-disjpaths connecting and D. The
network is an equal-source-gain network if the source gais= o (a constanty/(S, j) € E.

In general, the information rate in a relay network is uppeanded by the maximum infor-
mation transfer across any cut. In an equal-source-gaimankf the information rate? from S

to D is upper bounded by the source cut as
1
R<I(X%YIXT) < Slog(1 4+ a?P),

when there is no receiver cooperation. For two-path, egoatce-gain networks, we will show
an explicit schedule (using interference network statiea) achieves an information rate equal
to the source cut under some conditions on the channel gains

Two-path schedulel'he specific schedule works for any two-path network, arambisstructed us-
ing two node-disjoint path®; = {S, ny1,n12, -+ , N1y, N +1 = D} and Py = {S, ngy, ngg, - - -,
Nag,,Nog,+1 = D} of lengthsl; + 1 and [, + 1 edges § > [y, without loss of generality),
respectively. If there are multiple pairs of paths, any ona be chosen as the specific pair
P, and P,. However, to reduce interfering links within a path, we selg, and P, to be the
two shortest paths (i.e. for any other pair of node-disjpiaiths 2| and P, in the network with
respective lengthg + 1 andl, + 1 (I} > [3), we havel; <[} andl, < [). Using P, and P,
two interference network statég = (1, J;) and .S, = (I, J5) are constructed as follows.

L = {S,nn,nm,---7n1,2Ll1/2J,n217n237---,n2,2(12/2]—1},
Ji = {n117n137---,711,2L11/2J+1,n22,n24,---7712,2(12/21},
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I = {S,nll,nm,---,n1,2(11/2]—1,n227n24,---n2,2L12/2J}7
Jo = {7121,7112,7114,---,711,2[11/2],”23,---,711,2L11/2J+1}-

Observe that: (1) The source is a transmitter in both states. The destinationis never a
transmitter. (2) The destinatioP is a receiver in both states if = I mod 2. If [} # [,
mod 2, D € J; whenl; is even (, odd), andD € J; if [; is odd (, even). The states are
illustrated in Fig. 3 for two scenarios. The interferingkdéinbetween the two paths are not shown
in the figure for simplicity. Note that in Fig. 3() is present as a receiver only {3 connected
to two nodes from one path each.

In general, the two stateS; and S, are interference networks, which are time-shared for
normalized time periods of; and = 1 — 7, respectively, in the final schedule. Transmissions
on the edges in the patlf3 and P, are processed as intended messages at the receivers and they
carry a nonzero information flow. All other edges have zeformation flow and are processed
as interference at the receivers. Therefore, the flow ofriné&tion is along the two path®,
and P, from S to D. Let Cy = 1/21log(1 + |hgn, [*P) and Cy = 1/21log(1 + |hs .y |*P) be the
capacities of the two edges out of the source into pathand P,, respectively.

Strong interference condition in the CB scheMé suppose that the sourSetransmits at rates
Ry < CyandR, < (5 in statesS; andS, to nodesn; andn.,, respectively. Further, information
received by a node at rate, when stateS; is operational is forwarded in stat® by the same
node at rateR,. For flow conservation, we require th&,m, = Ry7. Usingm + » = 1, we
haver; = Ry /(R + Rs) andm, = Ry /(R1 + R»).

In summary, each node ify transmits at a common ratB, for a time periodr; in state
S, for t = 1,2. Hence, the relaying scheme considered is the CB schemequésion that
remains to be addressed is the condition for successfulddegdy receivers in each state. In
each state, a receiving node sees a Gaussian MAC channetiffgrent channel gains and a
transmit power constrain®. If the receiving node is not the destinatiéh exactly one of these
links carries information at a rat&, or R,. If the receiving node i, two of these links might
carry information at ratd?; or R, depending on the parity df and/,.

Lemma 1:Consider a Gaussian Multiple Access Channel (GMAC) withransmitters with
a power constrainP, channel gaing;, 1 < i < K and normalized unit noise variance at the
receiver. Fork = £ log(1 + |g|*P), the lengthK rate vector(R, R, ..., R) is achievable, if the
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channel gains satisfy either (g);| > M ,or (b)hy = |g], [hi] > \/(1+\g\2p _1)(}1)+|g|2P)
for 2 <i < K.
Proof: The sum-rate constraint imposed by the Gaussian-MAC resulthe following

requirement on the channel gaihs

K
KR = log(1+[g]°P) < S log(1+ (Im]* + hal? + -~ + ) P).

N~

The above condition is satisfied if

K 1
5 log(1+gI°P) < 5 log(1 + KhnP) < 5log(1+ ([Iaf* + [haf* + -+ + [ ") P),

l\:>|}—l

where hmin = min{|h4|, |hal, - - ,|hk|}. Hence, we needh;| > |hmin| > \/M Since
the sum-rate constraint is satisfied, all other MAC constsaare satisfied for the rate vector
(R, R, ..., R). This proves the conditions in part (a). For part (b), we tesum rate constraint
Klog(1 + [g]P) < Llog(1+ 9P + (K — 1)}y, P), wherehly, = min{|hy, [hal, - - , [hx|}
and argue similarly. [ |
Consider a receiver € J; with neighbouring transmitters’;(r) = {q € I, : (¢,r) € E} for
t = 1,2, and letd,(r) = |Ni(r)|. In stateS;, we have a Gaussian-MAC connecting iér)
transmitters inV,(r) to the receiver. The transmissions are at a common rateUsing Lemma
1,if S ¢ N,(r), reception at is successful whenevéh, | > \/(”'hs”gtl(f)l;)dm_l for ¢ € N,(r)
andt = 1,2. If S € N,(r) (i.e. r = ny; Or r = nyy), we use the second sufficient condition in
(H‘hs’"“‘2}(2:1(1()7:)(11f|h5’”“‘QP) for g € Ny(r)\ S andt =1, 2.
Extending this result, all receptions in statg ¢ = 1,2, will be successful if the channel

Lemma 1 to geth,,| >

gainsh;; for i € P, \ S satisfy

Wdt(ml) B Wt Wdt(?”) -1
hij| > : “amP “
|ij| = max \/(dt(nﬂ) —1)P’ TEJt\TIl’Ea;{ENt di(r)P 7 .

whereW, = 1+ |hs.,.,|>P. Hence, a ratér;m; + Roma = 2R Ry /(Ry + Ry) is achieved by the
two-path schedule in the CB scheme for ay < C; and R, < (5, whenever (24) is satisfied
by the channel gains of the network. We state the above rasudt theorem below.

Theorem 1:Consider a two-path half-duplex relay network with and C; < C; being the
capacities of the edges from the source into any two nodewdigaths. In such a network, a
common broadcast relaying scheme using a two-path schedthléwo states (as defined above)
achieves rates up C,Cs/(Cy + Cy), if (24) is satisfied.
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Here are a few observations about the condition (24) and libgeatheorem.

1) If the network in Theorem 1 is an equal-source-gain netwaith source gains equal to
«, then a rateC’ = 1/2log(1 + |a*P) (useC, = C, = () is achievable by the common
broadcast relaying scheme. Hence, under (24), the soutesetiound is achieved in
two-path, equal-source-gain networks.

2) If (24) is satisfied, then the gains on the pathsand P, satisfy|h;;| > |hs,,,| fort =1, 2.
Therefore, a simple one-path alternating schedule on Ba#ichieves a rate af; /2. Also,
for P << 1, (24) approximates tth, | > |hs.n,,|-

3) By the above, a rate ahax{C;/2,2C,C,/(Cy 4+ Cs)} is achievable under the conditions
of Theorem 1 by either one-path or two-path scheduling. Veetisat two-path scheduling
is better than one-path, &, > C;/3.

4) Let ky, = max,ey, di(r) for t = 1,2. If (k; + 1)|hsn,|*P > 1, (24) is satisfied whenever

(I+|hs gy PP)t—1
|hqu| Z K/tP :

5) Under the DPC-CB scheme with DPC at the souscdinks from the source in the set

N;(r) can be removed in (24). This will result in a weakening of (#4}the sense that

the same rates are now achievable for a larger range of chgaims.

6) Since the SC scheme includes the CB scheme as a speciallba@seem 1 holds for the
SC scheme as well. The condition (24) could presumably bekevesl by a version of
Lemma 1 for non-constant rate vectors.

In summary, Lemma 1 and Theorem 1 show that the cutset boundecachieved by the CB
scheme under suitable strong interference conditions orp@th, equal-source-gain networks.
Weak interference condition in the DPC-SC scheWfe now provide weak interference condi-
tions under which the DPC-SC scheme achieves the cutsedbdum use the same two-path
schedule, withP; and P, chosen to be two shortest paths. In each state receiver € J, in
path P, (say) is connected to a legitimate transmitter on the pgattone interferer on the same
path and other possible interferers from the other @gathin Fig. 3, forr = ny, € J5, we have
nq; as the legitimate transmitter amds; as the interferer on the same path. Since the paths are
shortest, there cannot be other interferers from the sarie pa

In general, for the MAC at receiverin the pathP,, we have two links on the data flow path
(one of them interfering) and othéy(r) — 2 possible interfering edges connecting the two paths.

Suppose that does MAC-decoding for the two links on the data flow path aedts all inter-path
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interference as noise. Then,7ahot connected to the source or destination, we have a two-use
Gaussian-MAC with effective normalized receiver noisdarece< 1+ (d;(r) —2)h2 ., P, where
hmax = max{|h;;| : i € P,j € P, (i,j) € E,i # 5,5 # D} is the maximum gain on
any inter-path edge. Far, D) € P, the destination is the next node on the path; since the
destination is never a transmitter, we have a single-useis§&an channel with effective noise
< 1+ (di(r) — 1)h% P. Note that we assume Gaussian codebooks at all transmifteiste
vector [R R] for R = 1/2log(1 + |g|*P) is achievable on the two-user MAC for such that
(r, D) ¢ P, whenever

22, P )
1+ (de(r) —2)h2, P )’

max

2R = log(1 + |g|*P) < 1/21og <1 +

where hy,;i, = min{|h;;| : (4,5) € Py or Py,i # S} is the minimum gain on any edge (not
originating from the source) in the chosen paths. The aboweliion reduces to

c h2.
Pnax < min ,With 1+ ¢ = ——min_____ > 1, 25
re iU r#ne (r.D)EP: /(dy(r) — 2) P 1912 + |g|*P/2 (25)

h?ninp iS
1+ (dt<7’) - 1)h2 P

max

For a receiverr such that(r,D) € P, a rate R < 1/2log (1 +

achievable. The above condition reduces to

C, 2

Bopax < min . with 14 ¢? = hL‘; > 1. (26)
reJiUJa,r#n¢1,(r,D)EP; (dt(r) — 1)P |g‘
Clearly, for (25) and (26) to be valid, we neégd;, > |g|. Since DPC-SC is employed, (25) and

(26) need not be satisfied for receiversonnected to the source izes# ny; Or r # nop. FoOr these

receivers, DPC at the source eliminates all interferenegw.cd, for DPC-SC in a two-path equal-
source gain network with source-gainwe can sef = « and achieve rat& = 1/2log(1+a?P),
which equals the source cut, whenexgrsatisfy (25) and (26). Essentially, (25) and (26) provide
a lower bound on the gains of data-carrying edges on the ohos#s {..;,), while imposing

an upper bound on the gains of interfering inter-path edggs.J.

VI. NUMERICAL RESULTS

We evaluate and compare the rate achieved by the MDF schém&B, (2) SC, (3) DPC-CB,
and (4) DPC-SC for two different network topologies and ctednrealizations. The cheap relay
cut-set upper bound for half-duplex relay networks and #te achieved by the IA scheme are

also evaluated. The rate achieved by each scheme is obtairssdving the optimization problem
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in (12) with appropriate rate region constraints. The sirand weak interference regimes are
illustrated when appropriate.

Since the diamond network has been studied in detail in 8],We skip details and simply
mention that the proposed MDF protocols recover similanltegor the diamond network. Note
that the protocols and optimization methods of Section IMknvwr all relay networks with

arbitrary topology. We have chosen two simple networks lfastration purposes.

A. Two stage relay network

Consider the network shown in Fig. 1. For evaluating thesaitbound, all the? - 3* = 324
states were considered (The source is never in receivesstdtéhe destination is never in transmit
state.). For this network, the interference avoidancestate the states with a single transmitting
node. For the proposed MDF protocols, interference netwtates with two transmitters{g() =
10 states) and some states with three transmitters (5 o@of: 10 states) are used along with
the IA states. Two of the states with three transmitters hosva in Fig. 2 for illustration.

In Fig. 4, we setv = v = 1 and vary$ = 4. The cut-set bound, determined by the source cut, is
1 for all 5. As seen in the figure, there is a significant gap in performd@tween the 1A scheme
and the cut-set bound. The proposed MDF schemes perfornifisignly better than the 1A
scheme and achieve the cut-set bound for certain charifeldarge 5(= 4): (1) All four MDF
schemes achieve capacity of 1 by equal time-sharing ofsstate- ({S, Ry, R3}, {R1, Ry, D})
and S, = ({5, Ry, R4}, {Ra, R3, D}). The receivers in both these states see strong interference
which can be canceled at the receiver. For instance, in $tatéhe receiverR; can decode
the source’s message in the presence of strong interfefemrcelz, and Rs. (2) According to
the condition for strong interference derived in Sectionthé CB scheme achieves the cut-set
bound fors > 5.01 dB, and the DPC-CB scheme achieves the cut-set bound for 1.99
dB. The analytical bounds clearly agree with the numerieslults obtained by solving the
optimization problemFor small 5: (1) Common broadcast at the relays is limited by a weak
receiver with close-to-zero capacity. DPC-CB is bettet,dtill limited by common broadcast to
weak receivers. (2) Superposition coding, which enablésrdint rates to receivers, proves to
be better at low values gf. For SC, state$; and .S, (shown in fig. 1) are used, and the rate
is limited by the interference at relay®, and R;. When3 = 1 (0 dB), DPC-CB is better as
SC becomes identical to CB for identical channel gains. (8 DPC-SC scheme performs the
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best and approaches the cut-set boung(@sd) — 0. i.e., when interference becomes weak.

In Fig. 5, we setv = 3 = § = 1 and varyy. The cut-set bound, determined by the source cut,
is 1 for all 4. For large v: (1) From the analysis of the strong interference regime ictiSe
V, the DPC-CB and DPC-SC schemes achieve the cut-set bound03.01 dB. DPC-SC and
DPC-CB achieve capacity by time-sharing the staieand S;. The interference at relayR;
and R, are canceled using DPC, while the interferencé&atand R, are overcome because the
gains of theR, — R3 and Ry — R4 links increase withy. (2) The same states are used for
the SC scheme as well. However, interferencd?atand R, are overcome only fory — oo.

(3) Asy — oo, the CB scheme also approaches the cut-set bound by timegletween the
states({S, R4}, {R1, D}) and ({R,}, {R4}). However, it performs worse than the SC scheme
for a fixed~. For small ~: (1) All MDF schemes approach rates lower than the cut-seh¢hou
DPC-SC and DPC-CB achieve rates of 0.76 and 0.7, while therfelCC8 achieve rates of.67
and 0.55 respectively. Sincgg = § = 1, interference is never weak in this case. (2) For both
DPC-CB and CB schemes, statgsand S, are used. While the interferencet and R, limits

the DPC-CB scheme, the CB scheme is limited by the interéerext relaysk, and Rs.

In Fig. 6, we fixa = 1, § = 1.25 and varyy = ¢ to illustrate both the strong and weak
interference regimes. The two interference network statesen according to the simple schedule
in Section V have been used here to achieve the cut-set bdinedDPC-SC scheme achieves
the cut-set bound fof(= §) > 2.68 dB and fory < —3.63 dB, as per the bounds in Section V.
The DPC-CB scheme achieves the cut-set bound only/ferd) > 2.68 dB.

B. Rectangular grid network

In the 4 x 3 rectangular grid network shown in Fig. 7, we use a path-basenlistic to limit
the number of possible states in the MDF protocols. We fingicseéhree non-overlapping paths
from the source nodé = 1 to the destination nod® = 11, since multiple flow paths with
interference processing is effective. The paths choserbared -7 — D, S —-5—8 — D
andS — 6 — 9 — D. Using the nodes on these paths, three states chosen falusicigeare
({S,6,8},{4,9,D}), ({5,4,9},{5,7,D}), and({S,5,7},{6,8, D}). Note that the source node
is a transmitter and the destination node is a receiver i@k chosen states. Also, the other two
transmitters are chosen to be at different distances frensdlirce. With this choice of states, we

have a two-stage relay network with six relay nodéss, 6, 7, 8, 9} aiding communications from
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the source to the destination. For the proposed MDF schemgealso use 5 important IA states
(Ty = ({5,3,6},{2,9,10,11}), T, = ({S,4,9},{3,7,11,12}), T5 = ({2,3,11},{4,6, 10,12}),
T, = ({S,6},{4,8}), T5 = ({95,4}, {6,8})) in addition to the 3 states chosen above.

In Fig. 8, the gains and ~ are set to 1, and the gaim is varied. The cut-set bound is
calculated using all possible states and the IA scheme Uiseseaference avoidance statd<or
large : (1) The CB and SC schemes are limited by the interferencelatsd and 5 even for
large . (2) The DPC-CB and DPC-SC schemes achieve a rate of & for3.01 dB. Note that
since the gains of the paths chosen depend only @md ~, a maximum rate of 1 can only
be achieved. However, increasimgdoes change the interference. The cut-set bound is finite
even if « is large since there is a cut separating nodes 1-6 from nodé&stiat is determined
only by g and~. For small «: (1) The DPC-CB and CB schemes are limited by the common
broadcast constraint at the relays. (2) While SC scheme edorm better, it is still limited by
interference at relays 4 and 5 compared to the cut-set bd@hdhe DPC-SC scheme performs
the best and approaches the cut-set bound as0.

In summary, in larger networks, the choice of schedule iirtgmt. We have used a path-based
heuristic and relied on interference-processing for apginong the cut-set bound.

Multicast Communicationin Fig. 9, we present the performance of the proposed MDé&yned)
schemes for multicast communication. We include the pdggibf network coding for multicast
communication and modify the flow constraints in the optaian in (12) for multicast as in
[18]. For illustration, we consider the DPC-CB scheme witmalticast session over thex 3
grid network. The source node is S=1 and the sinks are nodesl1and 12.

We select the two paths connecting source and each sink.athe ghosen for sink) areS —
4—7-—10, S —5— 8 — 10 and the paths chosen for sink 11 &#fe—»4 — 7 — 11, S —

6 — 9 — 11. Similarily, the paths chosen for sink 12 afe— 5 — 8 — 12, S — 6 — 9 — 12.
Based on the path-based heuristic schedule, we selectltbeifay two interference-processing
states:S; = ({S,4,6,8,11},{5,7,9,10,12}), S = ({S,5,7,9},{4,6,8,10,11,12}). Along
with those, we use six interference avoidance stdfests, 73,7y, T5,Ts = (8,{10,11,12}).
With these eight states, the DPC-CB scheme always achiatésy Inulticast throughput than
the interference avoidance scheme which is evident in Figh8s, the proposed MDF relaying

schemes achieve significant improvement for multicast camoation as well.
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C. Discussion

Single hop vs MultihapFor the network in Fig. 1, the cut-set bound is upper bounbled
Cpp = 3log(1 + a*P/o?), which can be interpreted as the capacity of a point-to-{pirk
with power constraint” and channel gaia. Using the protocols in this work, we have shown
that rates up ta’,, are achievable by multistage half-duplex relaying in themoek of Fig.

1 for certain ranges of the channel gaimsg, v, andd. A necessary condition for achieving
the point-to-point capacity under the half-duplex coristrés that the source needs to be in
transmit mode at all times. From our work, it appears thattinopus transmission by the
source and information transfer through the half-duplday® is possible as long as there are
two or more non-overlapping paths from the source to their@gin (which is true in Figs. 1
and 7). Further, coding in interference networks createdanbitiple transmitters and receivers
of the relay network is crucial for enabling the informatifow.

Full-duplex Relaying vs Half-duplex Relayinthe second comparison is with full-duplex relays.
The achievable rate even with full duplex relays is boundgdhle sum rate across the source-
broadcast cut, which is equal &,,, for the network in Fig. 1. Once again, we observe that two
non-overlapping paths through the relays and interfer@eteork coding enable a half-duplex

relay network to achieve the full-duplex cut-set bound fertain ranges of channel gains.

VIlI. CONCLUSIONS

In this work, we have studied multihopping decode and foda@tDF) protocols over a relay
network under practical assumptions such as half-duplalesiono cooperation among relay
nodes and finite SNR. The states of the network (nodes eitaesnit, receive or remain idle)
are seen as interference networks that support a certaimegion. Information flow from source
to destination is optimized over the time-sharing of thelifgrence network states.

Through analytical derivations, we show that MDF protoced®ed with a simple two-state
schedule can approach the cutset bound under strong andimtegfkrence regimes of channel
gains. Use of multiple source-destination paths and dafyep coding (DPC) at the source appear
to be important tools for approaching the cutset bound ifi-dhablex relay networks.

Numerical studies have been performed on some example netv illustrate the results.

As expected, processing interference provides usefulsgauer interference avoidance in all
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scenarios. Even in larger networks, heuristic schedulireghods using states formed from

multiple non-overlapping paths prove to be useful for apphing the cutset bound.
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Fig. 1. Two stage relay network.

Fig. 2. Interference network states for the two stage rekstyvork.
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Fig. 3. lllustration of schedule in two-path networks.
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Fig. 8. Performance in Grid Networld = 1,y =1,

Fig. 9. Multicast throughput in Grid NetworlG = 1,~v = 1, vary a.
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