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ABSTRACT

KEYWORDS: Continuous-time filters; Design centering; Non-quasi-static ef-

fects; Characterization; Active-RC filters; Constant-C scaling.

This research addresses some of the issues in the design and characterization of widely

programmable high frequency continuous-time filters. An optimization technique known

as “space-mapping” is applied to efficiently design center the high frequency continu-

ous time filters. A graphical intuition is given for the design centering scheme adopted

to the filter. The results are shown for a fifth order transconductor-capacitor ladder filter

having wide programmability of bandwidth from 71.4-500 MHz.

An analysis on the influence of non-quasi-static (NQS) effects of MOS transistors

on the performance of high frequency transconductor-capacitor filters is presented. A

simple technique to compensate for these effects is proposed.

The thesis also presents efficient techniques to accurately characterize the frequency

response and noise spectral density of continuous-time filters by de-embedding the

package and test-setup characteristics. One technique uses a vector network analyzer

for the measurements and the other uses a spectrum analyzer.

A 71.4-500 MHz fifth order Gm-C Chebyshev ladder filter designed in a 0.35µm

CMOS process is used as a test-vehicle to validate the techniques presented in this

thesis. The proposed NQS compensation scheme is found to be effective in compensat-



ing the MOS NQS effects. The proposed frequency response measurement techniques,

when compared to the conventional techniques, show a significantly enhanced mea-

surement accuracy in the stopband while being less sensitive to package characteristics.

The filter has a dynamic range of 52 dB for 1% THD and consumes a power of 100 mW

while operating with a 3.3 V supply.

A constant-C scaled active-RC integrator is proposed and used as a building block

in a 44-300 MHz fifth order active-RC Chebyshev ladder filter designed in a 0.18µm

CMOS process. Through the results of the fabricated integrated circuit, it is shown that

the consant-C scaling applied to active-RC filter, allows to realize widely programmable

high frequency active-RC filters while maintaining the frequency response shape across

the tuning range.
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CHAPTER 1

INTRODUCTION

1.1 MOTIVATION

ADC
Digital

Timing & gain control

Programmable
continuous-time

filter
VGA

Preamplifier
Magnetic
media

Data out
Signal

Processor

Figure 1.1:Simplified block diagram of a hard-disk drive read channel.

Widely programmable high frequency continuous-time (CT) filters are integral parts

of systems-on-chip (SoC) like hard-disk drives and CD/DVD read channel electronics.

A simplified block diagram the hard-disk drive read channel is shown in Figure1.1

(Gopinathanet al. (1999)). The preamplifier and the Variable Gain Amplifier (VGA)

amplify the signal from the magnetic storage media. The amplified signal is then filtered

by a programmable continuous time filter. The Analog to Digital Converter (ADC)

digitizes the filtered signal. The Digital Signal Processor (DSP) processes the digital

signal further and does the data detection. The rate at which the data is read varies with

the location from where it is being read on the disc, necessitating the programmability

of the filter bandwidth. Higher data density increases the rate at which the data is read

from the storage device. This calls for higher bandwidth of the filters. The focus of this

thesis is on the programmable continuous time filters. The primary tasks of such filters

are anti-aliasing and partial channel equalization.



Design centering such high frequency integrated filters is a challenging task. In this

work, design centeringmeans the following. It refers to the process of ensuring that the

filter responseincluding the layout parasiticsis indeed the desired one. The prevailing

methods of design centering are brute-force tweaking or the use of a circuit optimizer.

In the former method, the designer tweaks the optimizing parameters (usually capacitor

values) till the desired frequency response is achieved. This requires that the designer

have good intuition about the filter building blocks, and becomes virtually impossible

for complicated topologies like ladder filters.

Using a circuit optimizer requires minimal intervention of the designer. But this

approach consumes inordinate amounts of time, since the optimizer has to compute

the frequency response of the layout extracted netlist of the filter many times (1000 is

not uncommon). Each computation of the frequency response is very time consuming

(for example a frequency response evaluation of a filter presented in Chapter2 takes 25

minutes). Thus there is a need for an efficient design centering technique that involves

very few simulations of the complete layout extracted netlist. Surprisingly, this practical

problem does not seem to have received the attention it deserves.

In CMOS technologies, the transconductor-capacitor (Gm-C) architecture is the one

of choice for realizing very high frequency filters. In such filters, when the bandwidth

becomes a significant fraction of the transition frequency (fT ) of the MOS transistors,

the finite response time of the channel charges (non-quasi-static effects (NQS)) makes

the transconductor slower, resulting in excess phase lag in the integrator. This leads to

Q-enhancement of the filter. Since the excess phase lag is bandwidth dependent, the

shape of the frequency response varies as the bandwidth of the filter is programmed.
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Such variations are unacceptable in several practical applications. It is thus seen that

low power and hardware efficient techniques to mitigate the effects of non-quasi-static

behaviour are necessary.

Another challenging task associated with on-chip filters is the characterization of the

fabricated prototypes. The difficulties associated with measurement are the following-

• Filters are part of an SoC and are not intended to drive package parasitics.

• The test procedure has to be as “non-invasive” of the main signal path as possible.

• Wafer probing techniques are not attractive, since these require additional probe
pads on the chip, which occupy extra area and add large parasitics in the signal
path.

• When the chip is packaged, the effects of the package must be de-embedded from
the response of the filter.

• The usual “microwave” practice of having dedicated calibration structures (which
must be on-chip) for de-embedding the package response is not practical due to
space and pin-count considerations.

A commonly used technique that addresses several of the issues discussed above

was proposed byNauta(1992). Using this technique, the authors (and other researchers)

have found that measurements made in the filter passband are generally accurate. How-

ever, the response in the stopband usually doesn’t fall below 55-60 dB, and is very

sensitive to the test setup. To date there seems to be no explanation as to why stopband

measurements are erroneous. There is also a need to make accurate measurements of

the stopband frequency response.

Another problem addressed in this work is the design of high performance pro-

grammable active-RC filters. It can be shown that active-RC filters are fundamentally

more power efficient when compared to their Gm-C counterparts. However, such filters

are mostly avoided in high frequency applications because of the difficulties in realizing
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an opamp with adequate gain and bandwidth. These issues are exacerbated when the

bandwidth has to be programmed over a wide range.

This thesis aims to solve the practical problems (described above) arising during the

design and characterization of high frequency CMOS analog filters.

1.2 PRIOR WORK

The first integrated continuous-time filter was reported byMoulding and Wilson

(1978). It was a Gm-C filter in bipolar technology for video applications, designed to

replace bulky LC filters. Another Gm-C filter was reported byVoormanet al. (1982)

for viewdata modems. This was also implemented in bipolar technology. Continuous-

time filters for read-channel applications were reported in the early 90s (Khoury(1991),

De Veirman and Yamasaki(1992), Alini et al. (1992)).

The filter presented byKhoury(1991) is a Gm-C filter with bandwidth tunable from

6-15 MHz, designed in a 0.9µm CMOS process. The filter bandwidth was tuned using a

voltage-controlled oscillator (VCO) based master-slave tuning circuit.De Veirman and

Yamasaki(1992) presents a 2-10 MHz tunable bandwidth fifth order bipolar equiripple

linear phase filter. It shows how a careful one-time frequency trim and use of DC

current through an external precise resistor can avoid master-slave tuning in filters with

moderate Q. The filter byAlini et al. (1992) was a second order Gm-C filter designed

in a 2µm BiCMOS process, with bandwidth tunability of 8-32 MHz. The emphasis

was on the fully differential BiCMOS transconductor using a MOS transistor. The filter

had a dynamic range of 72 dB for -40 dB total harmonic distortion (THD) at a supply

voltage of 5 V.
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Nauta(1992) reported a low-pass Gm-C filter tunable in the range of 22-98 MHz.

He also described a technique to characterize packaged integrated filters.Gopinathan

et al. (1999) presented a 30-100 MHz Gm-C filter in a 0.25µm CMOS process. A

variable gain amplifier (VGA) was embedded into the filter.Pavanet al. (2000) pre-

sented a Gm-C filter in a 0.25µm CMOS process with bandwidth tunability from 60-

350 MHz. They proposed the constant capacitance (constant-C) scaling technique for

the transconductor, that makes the parasitic capacitances of the transconductor indepen-

dent of the bandwidth setting. They showed that the constant-C technique avoids the

severe linearity and noise trade-offs commonly encountered in realizing programmabil-

ity. We make extensive use of this technique in this thesis. A 550 MHz Gm-C filter in

a 0.35µm CMOS process was reported byPandayet al. (2006). It did not incorporate

any tuning. The achieved dynamic range is only 40 dB for a total harmonic distortion

(THD) of -40 dB.Harrison and Weste(2002) presented a 350 MHz active-RC filter in

a 0.18µm CMOS process. They used a feed-forward compensation technique for the

operational transconductance amplifier (OTA) making it suitable for high frequency fil-

tering. Fundamentally the design is power efficient since it avoids the conventional

Miller compensation. They also presented a 500 MHz active-RC filter in a 0.18µm

CMOS process (Harrison and Weste(2003)). It is seen in both these filters that the

shape of the frequency response varies when the bandwidth of the filter is varied over

its tuning range.

The filters in the references cited above constitute the state of the art in high fre-

quency integrated filter design. Most of these are realized as a cascade-of-biquads, ap-

parently due to the difficulty associated with design centering ladder filters, especially

at high speeds.

5



Upon careful observation of the measured frequency responses in the above men-

tioned works, one sees that the rejection of filters in their stopband is poor - an effect

attributed to the “quality of the test setup”. Another aspect of the filters published in

the literature is that most of them use Gm-C architecture. Active-RC filters have largely

been avoided, inspite of their potential advantages.

1.3 ORGANIZATION OF THE THESIS

In this thesis, a fifth order Gm-C lowpass filter with a bandwidth digitally pro-

grammable from 71.4-500 MHz is used to validate the ideas proposed for design center-

ing, compensation of NQS effects and accurate characterization. The proposed widely

programmable active-RC filter technique is validated using a fifth order Chebyshev

low-pass filter with a bandwidth programmable from 44-300 MHz.

The rest of the thesis is organized as follows - Chapter2 explains the design and

layout of the fifth order low-pass Gm-C Chebyshev ladder filter. The transistor level

realization of each block of the filter is given in detail. Layout considerations are dis-

cussed.

Chapter3 focusses on the difficulties faced by the designer while design centering

the netlist extracted filter. A technique known as “space-mapping” is effectively adapted

to optimize the filter. The chapter gives an overview of space-mapping in the context of

filter design with graphical intuition.

Chapter4 analyzes the influence of MOS non-quasi-static effects on the widely pro-

grammable Gm-C filters. A simple hardware efficient technique to compensate for NQS

effects is proposed.
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Chapter5 is dedicated to the issue of characterizing high frequency filters. The

chapter gives an overview of conventional techniques of measuring the frequency re-

sponse and noise spectral density of on-chip continuous-time filters. The limitations

of these methods when applied for high frequency filters are highlighted. Improved

techniques are proposed with in-depth analysis.

Chapter6 discusses the measurement results of the 71.4-500 MHz Gm-C filter de-

signed in a 0.35µm CMOS process. The efficacy of the techniques proposed in Chap-

ters3, 4 and5 are borne out by the measurement results.

Chapter7 deals with widely programmable active-RC filter design. An active-RC

technique that maintains the shape of the filter frequency response when the bandwidth

is programmed over a wide range is proposed. Experimental results from the ICs fabri-

cated in a 0.18µm CMOS process are given.

Chapter8 gives the conclusions and suggestions for future work.
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CHAPTER 2

DESIGN OF A WIDELY PROGRAMMABLE
TRANSCONDUCTOR-CAPACITOR FILTER

To validate some of the ideas proposed in this research, a fifth order Gm-C low-pass

Chebyshev ladder filter was designed in a 0.35µm CMOS process. The filter bandwidth

is digitally programmable from 71.4-500 MHz using a 3-bit control word. The pass-

band ripple was chosen to be 1 dB. The filter is fully differential, as it has become

routine to have fully differential circuits owing to their inherent advantages over their

single ended counterparts. This chapter describes the design of filter and the supporting

circuits. Figure2.1 shows the block diagram of the filter test-chip. The design details

of each block will be given in this chapter.

Ladder Filter

Fixed-Gm Bias

Bias Distribution

T
est B

uffer 1

T
est B

uffer 2

RextInput

Direct path Filter path

BW Control

Figure 2.1:Block diagram of the test-chip



2.1 FILTER ARCHITECTURE

2.1.1 LC Ladder

The filter is realized as a singly terminated ladder. To start with the design, a pro-

totype of the fifth order low-pass Chebyshev LC filter with pass-band ripple of 1 dB

is taken. Figure2.2(a) shows this prototype. The element values shown are for a 1Ω

terminating resistance and a band-edge of 1 rad/sec. The prototype is then scaled to

realize a filter with a 250Ω (conductance = 4 mS) terminating resistance and a band-

edge of 500 MHz (the highest bandwidth to be realized). The scaled ladder is shown in

Figure2.2(b).

vi(t) vo(t)
250 Ω 0.115 µH 0.127 µH

1.36 pF 2.539 pF 2.12 pF

vi(t) vo(t)
1 Ω 1.4441 H 1.5908 H

1.0674 F 1.8838 F 1.6652 F

R L2 L4

C1 C3 C5

R

C1

L2

C3

L4

C5

(a)

(b)

Figure 2.2:Prototype LC ladder with (a) 1Ω termination and a band-edge of 1 rad/sec
(b) 250Ω termination and a band-edge of 500 MHz.
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2.1.2 Leapfrog Implementation

To arrive at the Gm-C architecture, the inductorsL2 andL4 of the ladder filter in

Figure2.2(b) are emulated using a gyrator-capacitor circuit. Though the concept is well

known, realization of the floating inductor using a gyrator-capacitor circuit is shown in

Figure2.3(b).

(V1-V2)/sL 2

V2L
G G

-G-G

C

GV1 GV21

V1

2

V2

+

-
Vc

G2

sC
(V1-V2)

G2

sC
(V1-V2)

(a) (b)

1

V1

Gyrator Gyrator

Figure 2.3:(a) Floating inductor to be realized. (b) Gyrator-capacitor based realization
of floating inductor.

In Figure2.3(b), the impedance seen between the nodes 1 and 2 (Z12) is purely

inductive and is given by -

Z12 =
sC

G2
(2.1)

Thus a grounded capacitorC is transformed to a floating inductorL =
C

G2
.

The terminating resistor (R=250Ω) at the source end is also realized using a transcon-

ductor of valueG=1/R. A step-by-step realization is shown in Figure2.4. Note that with

this realization ofR, the filter offers a high input impedance.

Replacing the resistors and inductors of the LC ladder with their equivalent Gm-C

structures, one arrives at the active ladder filter as shown in Figure2.5.
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vi

G

-G

C1

vi

R

C1 C1Rvi

R

G=1/R

Figure 2.4:Realizing source-end terminating resistor (R) using transconductors of
valueG=1/R.

vi

G

-G -G

G

 GGG

-G -G -G

C1 C2

C3C4C5

vout

G = 4 mS

C1 = 1.36 pF

C3 = 2.539 pF

1 2

345

C2 = 1.84 pF

C4 = 2.025 pF

C5 = 2.12 pF

Figure 2.5:Gm-C implementation of the LC ladder shown in Figure2.2(b).

2.1.3 Node Scaling The Filter

The voltage gain (as a function of frequency) at all the internal nodes (node-1 to

node-5) of the filter of Figure2.5 are plotted in Figure2.6. It can be seen that the

maximum swing at node-2 and 3 is about 50% more than that at the output (i.e. node-5)

and at node-4, it is 60% more than the output. Therefore, the linearity of the filter is

limited by the transconductors sensing the voltages at nodes 2, 3 and 4. To maximize

the dynamic range, the maximum voltage gain at all the internal nodes must match that

of the output. Therefore the nodes-2, 3 and 4 should be scaled down. The procedure of
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Figure 2.6:Frequency response at each integrating node - before node scaling.

“node scaling” the voltage at a given node by ‘α’ can be described as follows -

• Scale the integrating capacitor of that node, by 1/α.

• Scale all the transconductors sensing this node voltage by 1/α. This is done to
keep the input-to-output transfer function unaltered.

On an integrated circuit, good matching can be achieved between the transcon-

ductors if the scaling of the transconductors is done in integer multiples. This also

makes implementation easy as it can be done just by connecting the required number of

transconductors in parallel. Hence, nodes 2, 3 and 4 have to be scaled down by a fac-

tor of two (rather than 1.5 or 1.6). The single-ended schematic of the filter, after node

scaling, is shown in Figure2.7and the node scaled responses are shown in Figure2.8.

Now that the top-level schematic of the filter is designed for the highest bandwidth,

the next task is to achieve bandwidth programmability. With 3-bits for bandwidth pro-

grammability, the filter bandwidth can be set to 7 different values. With 500 MHz being
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Figure 2.7:Schematic of a node scaled filter.
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Figure 2.8:Frequency response at each integrating node - after node scaling.

the highest bandwidth, the lowest bandwidth would be 71.4 MHz (i.e. 500 MHz/7).

Therefore the filter bandwidth should be programmable from 71.4 MHz to 500 MHz in
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steps of 71.4 MHz.

Fundamentally, programmability can be achieved in one of the two ways viz.

1. Constant-Gm scaling: All capacitors are programmed while keeping all the transcon-
ductances/conductances constant.

2. Constant-C scaling: All the transconductances/conductances of the network are
scaled with all capacitances kept constant.

The latter technique has been shown to be (Pavanet al. (2000)) an efficient tech-

nique for implementing programmable bandwidth filters, as it avoids severe linearity

and noise trade-offs usually associated with realizing programmability. For a rigorous

discussion on the advantages of constant-C scaling, the reader is referred toPavan and

Tsividis (2000).

With constant-C scaling being the choice, the transconductors of the filter have to

be programmed. A practical transconductor has parasitic capacitances at both its input

and output. As per the principle of constant-C scaling,all the transconductor parasitic

capacitances must be kept constant when the transconductance is scaled. The next

section describes the design of a constant-C scaled programmable transconductor.

2.2 CONSTANT-C SCALED TRANSCONDUCTOR

In the constant-C scaled programmable transconductor proposed byPavanet al.

(2000), the transconductor is programmed in a manner as to keep all parasitic capac-

itances constant irrespective of the transconductance being realized. A digitally pro-

grammable constant-C scaled transconductor is realized by connecting binary weighted

transconductors in parallel. This work borrows the above idea to realize a 3-bit digitally

programmable transconductor.
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Figure2.9 shows the way in which a 3-bit digitally programmable transconductor

is realized using unit constant-C scaled transconductors.gm is the transconductance.

The binary weighted transconductances 2gm and 4gm are realized by connecting the

required number ofgms in parallel.b0 − b2 are the control bits. A ‘0’ on these bits turn

off the corresponding transconductor, where a ‘1’ on these bits turns the transconductor

on.

+

+

-

-

ip

in
b0

gm

op

on

+

+

-

-
b1

2gm

+

+

-

-
4gm

b2

Gm

+

+

-

-

b0-2

op

onip

in

Figure 2.9:3-bit digitally programmable transconductor realized using constant-C
scaled unit transconductors.

The schematic of a unit constant-C transconductor is shown in Figure2.10. M1 &

M2 form the main differential pair. M5, Ms3, M6 & Ms4 form its tail current source.

The PMOS loads are cascoded current sources formed by M9, M10, M11, M12, Ms1 &

Ms2. M3 & M4 form the dummy differential pair, whose tail current source is formed

by M7, M8, Ms5 & Ms6. The dummy differential pair is in parallel with the input of the

main differential pair and its drains are connected to a voltage equal to the common-

mode voltage. Ms1 through Ms6 are switches which turn the corresponding current

sources “on” or “off”. When the main differential pair is off, the dummy pair is switched

on in order to keep the input capacitance of the transconductor a constant. Note that a
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M1-4 : (2.2/0.6)4

M5-8 : (2.2/0.6)8

M9-12 : (2.2/0.5)8

Ms1-4 : (2.2/0.35)8

gm

Figure 2.10:Unit constant-C Gm-Cell.

physical capacitor, rather than a differential pair could be switched in to save power (at

the expense of robustness). Common-mode feedback (CMFB) is applied at the gates of

M9 & M10.

The value ofgm needed for the unit transconductor is
4 mS

7
= 571.4 µS. Simulations

show that a differential pair with transistor size 4

(
2.2 µ

0.6 µ

)
biased with a tail current

of 230 µA has the required transconductance. This corresponds to a gate overdrive of

300 mV. The other transistors of the unit-cell are sized appropriately and sizes are shown

in Figure2.10, where the width (W) and length (L) given in the figure are in microns.

The biasVtail for the tail current sources is derived from a fixed transconductance

bias circuit that servos the transconductance of the differential pair to an off-chip stable

resistor, thereby keeping the transconductance intact over process and temperature vari-

ations. The details of the fixed transconductance bias circuit and the bias distribution
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scheme are given in sections2.4and2.5respectively.

The transconductor has a DC gain of about 100 and a unity gain frequency (with

only the parasitics of the transconductor) of 4.7 GHz.

2.3 COMMON-MODE FEEDBACK CIRCUIT

The common-mode voltage at the output of each transconductor is servoed to an

internally generated reference voltage (Vcm,ref ). The schematic of the common-mode

feedback system is shown in Figure2.11. A PMOS differential pair formed by M1 and

M2, whose input comes from the transconductor outputs is used as the common-mode

detector. M4 forms the current source of the differential pair. The source coupled node

of the differential pair senses the common-mode variations. Since the input impedance

of this common-mode detector is capacitive, it can be absorbed into the integrating ca-

pacitors for design centering the filter. The detected common-mode is compared with

the common-mode reference. The error is amplified using the NMOS error amplifier

formed by M6-M10. M12 is a low output impedance source follower that drives the

compensating capacitor Cc. Ms1 and Ms2 are the replicas of the switches Ms1 and

Ms2 in Figure2.10. The reference current (Ibias) is obtained from the bias distribu-

tion system. Note that one common-mode feedback circuit is needed to stabilize the

common-mode level at each set of differential nodes. The filter, therefore, requires five

common-mode feedback loops.
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Figure 2.11:Common mode feedback circuit.
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2.4 FIXED TRANSCONDUCTANCE BIAS GENERATION

A fixed transconductance bias generator that is robust with respect to supply volt-

age and ambient temperature is needed to stabilize the transconductances in the filter.

Figure2.12 shows the fixed transconductance bias generator employed in this design

(Pavan(2004a)).

M1

M2
R

M3 M4
M5

M6

M7 M8

M9 M10M11M12M13M14

M15

M16

M17

M18

M19
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2Ι
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Ι −
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 Ι−
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 +
 Ι 1

 Ι+
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+

−
Ι1R

 2
Ι

Vtail

M20

M21
M22

Start-up circuit

Vdd

Figure 2.12:Fixed transconductance bias generation circuit.

In the figure, M1 and M2 are the devices whose transconductance needs to be stabi-

lized. The currents in the important branches are marked. In steady state, M9 and M10

will carry equal currents as they form a current mirror. Therefore,

I −∆i + I1 = I + ∆i (2.2)

I1 = 2∆i (2.3)
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For the differential pair formed by M1 and M2,

∆i = gm|,M1

(
I1R

2

)
(2.4)

Substituting (2.4) in (2.3) for ∆i we obtain,

gm|,M1 =
1

R
(2.5)

Thus, the transconductances of M1 and M2 are servoed to the conductance1/R.

R is a stable off-chip resistor. Therefore,gm|M1,M2 would be stable over process and

temperature.

Circuit operation can be understood as a negative feedback system. Any deviation

of gm|,M1 from 1/R causes negative feedback to adjust the current through M11 to bring

gm|,M1 back to1/R. The drain potentials of M1 and M2 are identical and independent

of the supply voltage.

The salient features of this bias generator are the following :

• The generator does not rely on the MOSFET square law, unlike more traditional
circuits (Steininger(1990), Zele and Allstot(1996)).

• The generated bias current is very tolerant of the large output conductances of
short channel MOSFETs.

• The circuit is robust with power supply variations.

Figure2.13 shows the schematic of the fixed-Gm bias circuit used for the Gm-C

filter designed in this work. The current in M11 is mirrored to the current distribution

circuit that distributes the tail current to all transconductors. Simulations (in the absence

of mismatch) show thatgm’s of M1,2 vary by less than 0.1% for a Vdd varying between
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2.5 & 3.6 V. M11’s drain current is distributed to all transconductors on the chip using

the precision bias distribution circuit explained in the next section, which is a CMOS

version of the bipolar system proposed inPavanet al. (2005).

2.5 BIAS DISTRIBUTION SYSTEM

Filter Transconductor

Vdd

gnd

M1r

M2M2r

M1

Ibias

Cc

Filter Transconductor

Vdd

gnd

M2M2r

M1

Ibias

(a) (b)

Vcm

M3

M4 VcmVcm

Poor Precision

Easy to Layout

Excellent Precision

Difficult to Layout

Itail Ibias(≠ Ibias)

Figure 2.14:(a) and (b) Conventional bias distribution schemes.

The current generated by the fixed-Gm bias circuit should be mirrored to all the filter

transconductors as accurately as possible. Figure2.14(a) shows the simplest circuit that

can be used to do this. Ibias is generated in the fixed-Gm bias block and routed to the

filter transconductor, where it is converted into a voltage by M2r. M2 represents the tail

current source of the filter transconductor. For simplicity, the switches used to switch

the current source is not shown. Notice that theVDS of M2 is dependent onVcm, the

input common-mode voltage of the filter. Note that M2r and M2 should be placed in
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close proximity, which is easy to accomplish. One problem with this approach is that

the current in M2 no longer equalsIbias due to the different drain-source voltages of

M2r and M2. Assuming equal sizes for M2r and M2, the percentage error in the drain

current of M2 is seen to be

Itail

Ibias

=
1 + λVDS,M2

1 + λVGS,M2r

(2.6)

To mitigate this problem, a common solution is to employ the precise current mirror

shown in Figure2.14(b). M1r is sized so that it has the same current density as M1 in the

filter. Hence, M2 and M2r have the sameVDS thereby ensuring that the transconductor

current isIbias. Cc compensates the negative feedback loop formed by M2r, M1r, M3

and M4. While this approach certainly eliminates systematic error in the drain current

of M2, it poses a layout problem due to the following - four devices (M1r, M2r, M3

and M4) need to be placed in close proximity to M1 and M2. Cc is also usually larger

than these devices. Since M1 is a part of the high speed signal path of the filter, it

is preferable that the layout be compact. It is therefore seen that while the simple

technique of Figure2.14(a) is advantageous with respect to layout, it has poor accuracy.

On the other hand the circuit in Figure2.14(b) results in an accurate reproduction of

current, while resulting in a sub-optimal layout.

A careful look at the techniques shown in Figure2.14(a) and (b) reveals that it is

possible to arrive at a circuit that combines the advantages of both circuits, while avoid-

ing their disadvantages. The basic idea is the following. Precision of the circuit of Fig-

ure2.14(a) could be improved by deliberately modifyingIbias to I ′bias = Ibias
1+λVGS,M2r

1+λVDS,M2
.

SinceI ′bias is a predistorted version ofIbias, the percentage error in the drain current
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Figure 2.15:Proposed bias distribution technique with the advantages of schemes
shown in Figure2.14.

of M2 is seen to be zero. Now, to generate the predistorted currentI ′bias, the biasing

scheme used in Figure2.14(b) is used. A circuit that implements this improved scheme

is shown in Figure2.15. The devices shown in the box are global. They are laid out far

away from the high speed signal path. M3 and M2r have identical sizes. We see that

I ′bias = Ibias
1 + λVGS,M2r

1 + λVDS,M3

(2.7)

I ′bias is sensed by precision PMOS mirrors and multiple copies ofI ′bias are routed to
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the individual transconductors. At the transconductor,I ′bias is mirrored by M2a’-M2,

generatingIbias in M2. Notice that the layout near the transconductors (the high speed

signal path) is very simple and compact. In practice, M2a’ and M2 are merged into

the same multi-finger structure. While the proposed technique is discussed here in the

context of continuous-time filters, it is generic and can be applied to a whole range of

analog circuit blocks.

2.6 INTEGRATING CAPACITORS

The technology used in this work provides three alternatives for realizing integrating

capacitors.

1. Poly-poly capacitors

2. MOS accumulation capacitors

3. MOS inversion capacitors

In our process, the poly-poly capacitors have excellent linearity but a low specific

capacitance of about 0.9 fF/µm2. MOS capacitors have a density of about 4.8 fF/µm2

in our technology, which is about five times that of poly-poly capacitors.

It is well known (Behr et al. (1992)) that MOS accumulation capacitors are more

linear when compared to their inversion counterparts. Therefore, MOS accumulation

capacitors are used as integrating capacitors in this filter.

The technology poses a limitation on the minimum size of the MOS accumulation

device, which is 6.6µm/0.65µm. Therefore the minimum realizable capacitance in this

process is about 20.6 fF. This is not a serious issue since the integrating capacitors to be

realized are much higher than 20.6 fF.
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2.7 FILTER LAYOUT

2.7.1 Programmable Transconductor

 

Vcm,ref
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ip in
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Vtail

Gen.

Vtail

Gen.

Figure 2.16:(a) Schematic of the unit transconductorgm (b) Floorplan of the pro-
grammable transconductor (Gm) layout.

As mentioned earlier in this chapter, the filter is constructed using identical pro-

grammable transconductors. Therefore, only one programmable transconductor has to

be laid out. Figure2.16(a) & (b) show the schematic and floorplan of the programmable

transconductor. To explain the correspondence between the layout and the schematic,

consider the PMOS load. The left leg of the differential load is formed by M9, M11

and Ms1. In the layout, the PMOS load (left leg) of all the unit transconductors forming

the programmable transconductor are laid out together. The block on the top left of

Figure2.16(b) shows this. Other transistors are labelled in a similar fashion.
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Figure 2.17:Demonstration of area efficient layout - (a) Schematic to be laid out (b)
Simple layout, where M5 and Ms3 are laid separately (c) Layout with
fingers of M5 and Ms3 merged together (d) Optimized layout, with unnec-
essary contacts removed.

For laying out series connected (cascoded) transistors like those in the tail current

sources (for example M5 and Ms3) and cascoded PMOS loads (for example M9, M11

and Ms1) of the transconductor, a simple method is to lay the transistors separately

and then interconnect them. This is shown in Figure2.17(b), where the tail current

source formed by M5 and Ms3 is taken as an example. The source of M5 is routed
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to the drain of Ms3 using a metal wire. A compact alternative, if M5 and Ms3 have

the same finger width and same number of fingers, is to share the drain diffusion of

Ms3 with the source diffusion of M5. These fingers are then connected in parallel to

realize the complete current source. This is shown in Figure2.17(c). Notice that the

source-drain contacts of M5 and Ms3 are not connected together. This layout is area

efficient compared to that in Figure2.17(b), since the transistors are merged. Further

optimization of the area is possible. The source-drain contacts of M5 and Ms3 are not

necessary and can be omitted. The separation between the gates of M5 and Ms3 can be

kept to the minimum allowed poly-to-poly separation. This is shown in Figure2.17(d),

and has been extensively used in this work. The PMOS loads are also laid out in a

similar fashion.

2.7.2 Filter Layout

The scheme used for the layout of the filter is shown in Figure2.18(a). Each

transconductor is represented by a simple block with input and output lines,ip, in and

op, on respectively. The capacitors are also represented by simple box, but coloured

gray, with only the integrating nodes shown (i.eop, on). Figure2.18(b) shows the fully

differential schematic of the filter. The schematic is drawn in such a way to have a

one-to-one correspondence with the layout.

Figure2.18(a) emphasizes the routing between the blocks. All the vertical routing

is made inmetal2and the horizontal routing is made inmetal3. The interconnection is

accomplished by inserting a via between these metal lines. In the figure, interconnection

of lines is shown by a black bubble. Notice carefully that while interconnecting two
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Figure 2.18:(a) Scheme of filter layout (b) Fully differential schematic of the filter.
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wires, both the wires are extended beyond the junction (Pavan(1999)). This ensures

that the interconnect parasitic capacitances on the differential lines are equal. A shield

of groundedmetal1is used below the long routing lines. This serves two purposes-

1. It reduces the coupling between the line and the substrate.

2. The parasitic capacitances will have a path to ground (throughmetal1) and are
well defined. These are small capacitances, referenced to ground and can be
absorbed into the integrating capacitors.

Figure2.19 shows the screen-shot of the complete filter layout with all the main

building blocks marked. The empty space available in the chip is filled with supply

bypass capacitors. NMOS and PMOS capacitors are used for bypassing. The total

on-chip bypass capacitance is about 1.3 nF.

B
uf

fe
r 

1

B
uf

fe
r 

2

Fixed−Gm bias & Current dist.

FILTER

Figure 2.19:Screen-shot of completely laid filter

After the complete layout of the filter, interconnect parasitics are extracted. These

parasitics, along with the non-idealities of the transconductor, cause the filter response
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to deviate significantly from the desired response, thereby necessitating a “design cen-

tering” procedure that modifies the integrating capacitor values and brings the response

back to the desired one. The next chapter (Chapter3) discusses the design centering

technique in detail.
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CHAPTER 3

FILTER DESIGN CENTERING

The term “design centering” used in this thesis refers to the procedure for ensuring that

the filter responseincluding layout parasiticsis indeed the desired one (at the nominal

process corner & ambient temperature). With process & temperature variations, the

filter performance will deviate from the nominal, and steps should be taken to ensure

that the variations in the response are within prespecified bounds. Commonly, automatic

tuning loops are used to keep the nominal time constants in the filter stable across

process and temperature (Schaumann and Tan(1989)). These techniques are not the

focus of this work and are not discussed here. The word “design centering” is not to be

confused with statistical design centering. The latter term is used for yield optimization,

where an attempt is made to select the nominal values of the design parameters so as

to ensure that the behavior of the circuit remains within specifications with the highest

manufacturing yield.

3.1 THE NEED FOR DESIGN CENTERING IN INTEGRATED ANALOG FIL-

TERS

Active analog filters are networks of integrators. Without loss of generality we

consider the case of Gm-C integrators. An ideal integrator shown in Figure3.1(a) has a

transfer functionGm

sCi
. A real integrator has several nonidealities. They are -

1. Finite DC gain.



Gm

vi vout

Ci

Gm
vi vout

Ci

(1 + sτ)

Cin,par Co,par
go

(a) (b)

Figure 3.1:Ideal and nonideal Gm-C integrators.

2. Finite bandwidth and parasitic poles/zeros.

3. Parasitic capacitances associated with the input and output terminals. These ca-
pacitances are from the devices used to realize the transconductor, as well as
routing capacitances.

The integrator with the above mentioned non-idealities is shown in Figure3.1(b).

1/τ andgo are the bandwidth and output conductance of the transconductor respectively.

Cin,par andCo,par are the parasitic capacitances at the input and output terminals of the

transconductor.

In any practical Gm-C filter, an attempt is made to keep the transconductor DC

gain sufficiently high. Further,1/τ is chosen to be significantly higher than theωpQp

product of the filter. Even still, along with input/output parasitic capacitances, these

nonidealities can significantly alter the filter transfer function. It is therefore necessary

to correct the design for all these effects. This is done by varying the capacitors and/or

transconductor values. This constitutes the design centering process.

Design centering high frequency filters is a challenge due to the following. The total

parasitic capacitance at a node can be a significant fraction of the intended integrating

capacitance (in the filter described in the previous chapter, the parasitic capacitances

at the integrating nodes were between 25% to 65% of the intended integrating capaci-

tances). These parasitic capacitances can significantly alter the frequency response of
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the filter, and some way of accounting for these capacitors is necessary.

3.2 PREVALENT METHODS

It is more convenient to use capacitors as design variables rather than transconduc-

tors, since the former can be individually and easily adjusted. Commonly used methods

of design centering are the following -

1. Brute-force tweaking.

2. Using a circuit optimizer.

The following subsections briefly explain these procedures and their limitations.

3.2.1 Brute-Force Tweaking

The designer, based on experience and circuit intuition, varies capacitor values until

the response is close to the desired response. As can be easily appreciated, this approach

is time consuming, since an AC simulation has to be run after each such “tweak”. Each

AC simulation of the extracted netlist in a SPICE like simulator can take a very long

time, due to the large number of active devices and interconnect parasitics.

Further, most circuit designers are only likely to have intuition about simple filter

building blocks like second order sections. The “tweak and simulate” approach can be

seen to be hopeless when a more complicated topology - like a ladder filter has to be

designed. This difficulty is one of the reasons why a cascade-of-biquads structure is

preferred over a ladder filter in spite of the latter having lower sensitivity to component

variations.
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Some CAD tools allow a designer to back-annotate the parasitic capacitances ex-

tracted from the layout onto the schematic. The explicit capacitances in the filter could

then be reduced by these parasitics. While this approach can help to some degree, it

is still not satisfactory, since many parasitics could be to nodes other than small signal

ground - for example, a parasitic capacitanceCp between two balanced nodes is equiv-

alent to having a capacitance of2 Cp from each of the nodes to ground. It is thus seen

that this would need significant designer intervention in interpreting each of the para-

sitic capacitances at a node. The brute-force tweaking of design variables, therefore,

would require significant amount of designer and simulation time.

3.2.2 Using a Circuit Optimizer

Many commercial simulation packages have circuit optimizers built into them. These

optimizers can be used for design centering. This is a less “cut-and-try” method, in

which the layout extracted netlist is input into the optimizer and the design variables

are varied until the filter response matches the desired response. Traditional SPICE

simulator based optimizers work in the following manner. The circuit to be optimized

is simulated at the transistor level with an initial guess of the design parameters. The

objective function (derived from a set of specifications) is evaluated and the design pa-

rameters are modified in an attempt to minimize it. The circuit optimizer is simply an

optimization “framework” built around a circuit simulator.

While this method of design centering works, it can be problematic due to the fol-

lowing. The optimization algorithm (for example, the Nelder-Mead simplex method)

has to compute the response of the filter several times (1000 is not uncommon), before
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the difference between the actual and desired response is sufficiently small. Each fre-

quency response evaluation of the complete layout extracted filter netlist is very time

consuming (for the Gm-C filter presented in chapter2, one such evaluation took 20 min-

utes on a PC with a 3.2 GHz processor). Thus, the entire optimization process may take

several hours (if not days) to converge.

From the above discussion, we see that there is a need for a time-efficient design

centering technique that involves very few simulations of the complete layout extracted

netlist. The “Space mapping” technique, originally introduced byBandleret al. (1994)

for optimizing electromagnetic structures was adopted in this thesis. Space mapping

is now in use in a variety of applications (Bandleret al. (2004), Bakr (2000)) from

RF and Microwave implementation to non-linear device modeling to structural design

(in civil engineering). Surprisingly this body of literature does not seem to have been

appreciated by active-filter designers. In this chapter we show that a simplified form of

space mapping is an effective technique to design-center continuous-time filters.

3.3 SPACE MAPPING : AN OVERVIEW IN THE CONTEXT OF FILTER DE-

SIGN

Space mapping was originally intended for the optimization of electromagnetic

structures which involve time-intensive simulations. The basic idea is to come up with

a less accurate model which approximately represents the expensive model to be opti-

mized, but takes a little time to simulate. In space mapping terminology, the expensive

model (to be optimized) is called the “fine” model and the less accurate, cheaper model

is termed the “coarse” model.
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A mapping is established between the design spaces of the fine and coarse models.

The optimum design variables are computed for the coarse model. This optimal solu-

tion obtained in the coarse design space is interpreted ormappedinto the fine space.

This process involves many computations of the coarse model. However, this is not a

problem since these computations are inexpensive.

The original space mapping algorithm assumes a linear mapping between the two

parameter spaces, which might not be accurate if significant misalignment exists be-

tween the two spaces. Several improvements, like Aggressive Space Mapping (ASM),

Trust Region Aggressive Space Mapping (TRASM) were subsequently introduced (Bakr

(2000)).

The design centering problem for high frequency filters is similar to that of elec-

tromagnetic structure optimization - the computation of the frequency response of the

layout extracted filter is CPU intensive. Therefore, the space mapping technique can

be applied to these filters, by introducing a “coarse” model for the layout extracted

transistor level circuit.

In high frequency filters, parasitic capacitances are the dominant nonideality. Note

that if they were the only nonideality, the design space of a “coarse” model comprising

of ideal integrators would simply be offset from the design space of the actual filter.

Since other nonidealities (like finite gain and bandwidth) are made small by design, it

is seen that a simplified version of the space mapping technique should be adequate for

this class of problems. This is explained with an example in the next subsection.
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(b) The model (c) Step 1 - findingF (C1), (d) Step 2 - findingM−1(F (C1)),
(e) Step 3 - findingM−1(Bdes), (f) Step 4 - findingCdes.

3.3.1 Graphical Example

We now provide intuition for the space mapping technique as applied to filter de-

sign, using a graphical approach. For simplicity, consider the design of a first order RC

lowpass filter, shown in Figure3.2(a). The design centering problem is to determineC

so that the 3 dB bandwidth of the filter is set to a desired valueBdes. R is fixed. A par-

asitic capacitanceCp occurs in parallel withC. Assumethat the circuit of Figure3.2(a)

is a layout extracted netlist, which takes very long to simulate. We form a simplified

modelof the filter, shown in Figure3.2(b). We postulate that it is possible to simulate
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the model extremely fast. The bandwidths of the filter and the model as a function ofC

are depicted by the dark (F (C)) and light (M(C)) curves in Figure3.2(c) respectively.

Note thatM(C) is simply a translated version ofF (C). The space mapping method of

determiningCdes which results in a filter bandwidthBdes is as follows :

1. Choose an initial guess forC in the filter, sayC1. Simulate the filter with this
value. The resulting bandwidth isB1. Notice thatB1 = F (C1) will be lower than
Bdes due to the parasitic capacitanceCp (Figure3.2(c)).

2. Divert the optimization task to themodel. Determine the value ofC = Cm1

required in themodelthat results in a bandwidth ofB1 (Figure3.2(d)). This is an
inverse problem, in the sense that we are required to findC that results in a given
response (i.e.Cm1 = M−1(B1)). In general, the solution is arrived at through
an iterative process requiring several simulations of the model. This is not an
issue, since the model can be rapidly simulated. In the space mapping parlance,
this process is called Single Point Extraction (SPE). In the trivial example under
consideration, the answer is seen to beCm1 = C1 + Cp. KnowingCm1 andC1,
one can have an estimate of the unknown parasitic capacitanceCp.

3. For themodel, determine the value ofC = Cm2 that results in a bandwidth of
Bdes (i.e. Cm1 = M−1(Bdes)). This is also an iterative process requiring several
simulations of the model.

4. The capacitance required in the filter is seen to beCdes = C1 +Cm2−Cm1, since
M(C) is a translated version ofF (C).

In conventional design centering,F (C) would have to be computed several times to

determineCdes = F−1(Bdes). Observe that in the space mapping technique, the filter

is simulated only once. The model is simulated many times in the process of finding

Cm1 = M−1(B1) andCm2 = M−1(Bdes). Therein lies the efficiency of the technique.

The name “space-mapping” makes sense, since the designspaceof the filter ismapped

onto the design space of the model.

In the example considered above, the model design space is simply a translated ver-

sion of the filter space - thus only one (time consuming) filter simulation (to determine

B1 = F (C1)) is necessary to determineCdes. This need not be the case always. The
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following example explains the space mapping when the model design space is not just

a translated version of the filter design space.
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Figure 3.3:Space mapping when the model space is not just a translated version of the
filter space : (a) & (b) - first iteration, (c) & (d) second iteration. .

Figure3.3(a) & (b) show the filter and model respectively. The filter Figure3.3(a),

in addition to an unknown parasitic capacitance, has an unknown offset∆R for the

resistorR. But the goal of design centering is still the same i.e. determineC so that the

3 dB bandwidth of the filter is set to the desired valueBdes.

We proceed for the design centering in the same way as we did for the earlier exam-

ple. Figure3.3(c) & (d) show the first iteration. SinceM(C) is not a translated version

of F (C), the output of the first iteration will not lead toCdes. LetC2 be the output of the
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first iteration.F (C2) 6= Bdes, butC2 is very close toCdes. C2 is used as the initial guess

for the second iteration, which is shown in Figs.3.3(e) & (f). Again, note that only two

simulations of the filter were necessary (to determineB1 = F (C1) andB2 = F (C2)).

3.3.2 Generalization to a practical filter

Now that space-mapping is understood using a simple example, we generalize the

procedure for a practical filter, where the frequency response is a complex function of

many variables. Since the filter capacitors are modified due to interconnect parasitics,

it is common practice to modify the explicit capacitors to obtain the desired frequency

response. Hence, these capacitors are chosen as the design variables and are denoted in

vector form asC. Let F (C) be the filter frequency response for the set of capacitors

C evaluated over a desired frequency grid.Hdes is the desired frequency response,

evaluated over the same frequency grid. The response of the model is denoted byM(C).

If the model is chosen appropriately, the model space is almost a translated version of

the filter space, and the design centering process to correct for the effect of layout

parasitics can be simplified as follows :

1. Choose an initial value of capacitorsC1. The values used in the schematic is a
good starting point. EvaluateF (C1).

2. DetermineCm1 needed in the model, so thatM(Cm1) = F (C1). This is done by
findingC that minimizes||M(C)− F (C1)||2.

3. DetermineCm2 needed in the model, so thatM(Cm2) = Hdes. This is done by
findingC that minimizes||M(C)−Hdes)||2.

4. FormC2 = C1 + Cm2 −Cm1.

5. EvaluateF (C2). If this is not sufficiently close toHdes, repeat steps 1 through 4
above, withC2 as the initial guess.

41



The above procedure works well, since offset is the major component of the differ-

ence in the filter and model spaces. In experience of the author, just one or two filter

computations are usually sufficient if the model is chosen appropriately, as described in

the next section.

3.4 SPACE-MAPPING APPLIED TO THE 71.4-500 MHz FIFTH ORDER

Gm-C LADDER FILTER OF CHAPTER 2

This section shows the effectiveness of space-mapping employed to design center a

71.4-500 MHz fifth order Chebyshev Gm-C ladder filter designed in Chapter2. Design

centering is attempted at the highest bandwidth. Constant-C scaling ensures that the

shape of the frequency response remains the same over all bandwidth settings.

3.4.1 Transconductor Nonidealities

vi
G

k

vout

vout
vi

kG
7

Cin Cout
kgo

7

Cov

Figure 3.4:Small signal model of the digitally programmable transconductor.k is the
bandwidth programming code, settable between 1-7.

Each programmable transconductor of the filter is associated with several nonide-

alities. The small signal model of the digitally programmable transconductor is shown

in Figure3.4. Apart from parasitic capacitancesCin andCout which appear in parallel
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with the integrating capacitors, a small overlap capacitanceCov couples the input to the

output. Another nonideality is the finite DC gain of the transconductor. A single 3-bit

programmable transconductor used in the filter has about 1000 transistors.

The entire design flow uses Cadence tools. The layout extracted schematic has

about 21000 transistors and 8400 capacitors. On a computer with a 3.2 GHz processor

and 256 MB RAM, evaluating the DC operating point of the chip takes 15 minutes and

frequency response computation at 1001 points in the frequency range (0-1000 MHz)

takes 25 minutes. It is apparent that optimizing the filter with a circuit optimizer (the

conventional method) is not a practical option.

3.4.2 Model

The next step is to have a model that approximately represents the actual filter and

takes a little time to simulate. A model whose frequency response can be computed

rapidly is a state-space representation of Figure2.7. The transconductor finite output

impedances are included in the model, since these are readily available from a DC

operating point analysis of a single transconductor. The differences between the model

and the filter are the following. Input/output capacitances and routing parasitics of

the transconductors are not accounted for in the model. Overlap capacitance of the

transconductors is also not a part of the model. If overlap capacitances are neglected,

the model space is a translated version of the filter design space. As usual, the state

variables are the five capacitor voltages denoted byv.
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The state space model of the filter is

v̇ = Av + Bvi (3.1)

vo(t) = [ 0 0 0 0 1 ]v (3.2)

where

A =




− (G+4go)
C1

−2G
C1

0 0 0

G
C2

−3go

C2
−2G

C2
0 0

0 2G
C3

−4go

C3
−2G

C3
0

0 0 2G
C4

−3go

C4
− G

C4

0 0 0 2G
C5

−2go

C5




B = [ G
C1

0 0 0 0 ]T (3.3)

The model is coded in MATLAB.G andgo are obtained from a DC operating point

analysis of a single transconductor. A frequency response calculation over a 1001 point

grid from 0-1000 MHz takes less than 100 ms (recall that it is about 40 minutes for

layout extracted filter).

3.4.3 Design Centering

As mentioned in the beginning of this section, design centering is attempted at the

highest bandwidth setting of 500 MHz.

1. The initial capacitor values are chosen to be those corresponding to the “ideal”
ladder of Figure2.7, C1 = [1.36, 3.68, 5.07, 4.05, 2.12] pF. The layout extracted
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filter is simulated withC1. The resulting frequency responseF (C1) is compared
with the desired response in in Figure3.5. Notice that the bandwidth is signifi-
cantly lower than the ideal response. The shape of the response is also modified
due to the parasitics.
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Figure 3.5:Design centering : comparison ofF (C1) andHdes.

2. Cm1 needed in the model, to obtainF (C1) is determined. Thefminsearchop-
timization routine in MATLAB, which employs the Nelder-Mead simplex opti-
mization process is used to do this. The objective function used for the mini-
mization is||M(C) − F (C1)||2. The resultingCm1 = [2.225, 4.84, 6.35, 5.225,
2.703] pF.

3. The capacitor values in the model (Cm2) that would result in the desired (ideal)
responseHdes are found, as in step 2 above.Cm2 = [1.497, 3.632, 5.38, 3.92,
2.157] pF.

4. The capacitance vector that must be used in the filter to obtain the ideal response
is calculated fromCdes = C1 + (Cm2 −Cm1). Thus,Cdes = [0.632, 2.472, 4.1,
2.744, 1.575] pF

It takes about 20 seconds to complete steps 2 & 3.

Figure3.6 shows the design centered frequency response of completely extracted

filter and Figure3.7shows the passband detail. See the excellent matching between the
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Figure 3.7:Passband detail of Figure3.6.

46



design centered and the desired responses. The small deviation in the response after

design centering is due to the size of the smallest unit-capacitor (20.6 fF) used in the

design. This technique of design centering is thus found to be efficient and has been

extensively used in our work, especially for correcting the frequency response in the

face of MOS non-quasi-static effects, the details of which are discussed in the next

chapter.
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CHAPTER 4

ANALYSIS AND COMPENSATION OF MOS
NON-QUASI-STATIC EFFECTS IN HIGH

FREQUENCY TRANSCONDUCTOR–CAPACITOR
FILTERS

Simple small signal models of semiconductor devices are derived using the quasi-static

(QS) approximation, where the following assumption is made.When the device is ex-

cited with time varying terminal voltages, for examplevT (t) at terminalT , the charge

concentration at any position of the device at any timet1 is identical to that obtained

when a dc voltageVT = vT (t1) is applied at the corresponding terminal(Tsividis

(1999)). This is a valid assumption if the terminal voltages vary sufficiently slowly so

that the charge carriers in the device respond with negligible inertia. The quasi-static

assumption makes device analysis (and hence the circuit analysis) simple. However,

when the terminal voltages are varying fast, the quasi-static approximation breaks down

since, charges in the device fails to respond instantaneously. It is difficult to quantita-

tively define the term “fast” and it depends on the type of the analysis and the accuracy

one seeks. It becomes necessary to consider the non-quasi-static (NQS) operation of

the devices to understand the actual behaviour of the device (and circuit).

In high frequency continuous-time filters, if the bandwidth becomes a significant

fraction of the limiting frequency of the active devices, the quasi-static assumption for

the devices will lead to a filter response that is in deviation from the desired. It is

therefore necessary to understand the non-quasi-static behaviour of the devices, analyze



their influence on the filter response and correct for these effects in order to get the

desired response.
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Figure 4.1:(a) Simplified single-ended schematic of the integrator used byShi et al.
(1986) (b) Distributed RC small signal model of the transistor M1 and (c)
First order approximation for (b).RT andCT are the total channel resistance
and capacitance respectively

Since the filter designed in this thesis uses MOS devices as the active element, we

focus on the influence of non-quasi-static behaviour of the MOS transistors on filter

performance.Shi et al. (1986), Pu and Tsividis(1990) report filters exploiting the dis-

tributed RC nature of the MOSFET in the triode region. Figure4.1shows the integrator

used in the filter ofShiet al.(1986). M1 is the MOSFET operated in triode region. The

distributed nature of channel was taken in to account by modeling M1 with a distributed

RC line approximated to the first order as shown in Figure4.1(b). An excellent analysis

on the high frequency effects in such filers is given byKhoury and Tsividis(1987).

The MOSFETs used in the transconductors of the filter designed in this thesis op-

erate in saturation. In this chapter, we examine the effects of MOS NQS effects on

the performance of constant-C scaled Gm-C filters. A hardware and power efficient

compensation technique is proposed to compensate for MOS NQS effects.
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4.1 INFLUENCE OF NQS EFFECTS ON CONSTANT-C SCALED Gm-C FIL-

TERS

In this section we examine the quasi-static and non-quasi-static behaviour of the

constant-C scaled programmable transconductor and thereby analyze the influence of

QS and NQS effects on the constant-C scaled Gm-C filters. The constant-C scaled

programmable transconductor presented in chapter2 is redrawn in Figure4.2.
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Figure 4.2:Programmable transconductor (a) Unitgm-cell and (b) Realization of pro-
grammable Gm using unitgm-cells.

4.1.1 A Simple QS Model for the Programmable Transconductor

A simple intrinsic small signal model for the transistors M1 and M2 in Figure4.2(a),

assuming quasi-static operation, is shown in Figure4.3(using the results fromTsividis

50



(1999)). Assuming this model for the transistors, the resulting intrinsic small signal

G
gmvgs

Cgs
gds

D

S

Figure 4.3:A simple quasi-static small signal model of a MOSFET operating in satura-
tion

kgmvi

NCgsNCgb
kgds

vi vo

Figure 4.4:A simple quasi-static small signal model of the programmable transconduc-
tor of Figure4.2. N is the number of unit cells per transconductor andk is
an integer that sets the filer bandwidth (1 ≤ k ≤ N ).

model of the programmable transconductor of Figure4.2 is shown in Figure4.4. The

word “intrinsic” used here means that only that part of the programmable transconduc-

tor that is responsible for transconductor action is considered.N is the number of unit

cells per transconductor (N=7 for the transconductor in Figure4.2). k is an integer that

determines the filter bandwidth, settable in the range1 ≤ k ≤ N . gm, gds, Cgs & Cgb

have their usual meanings and refer to the quantities for a unit transconductor. The QS

model of the programmable transconductor, shown in Figure4.4 is constant-C scaled

sinceall the (trans)conductances scale with the bandwidth settingk, while all the ca-

pacitances are unaltered. If the simple QS model is valid, a Gm-C filter built using

such transconductors will also be constant-C scaled, and if the filter is design centered

for one bandwidth setting, the shape of the response is preserved for all bandwidth set-
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tings. However, the frequency limit of validity for the simple QS model is found to be

proportional to the quantity -

ω o =
µo(VGS − VT )

αL2
(4.1)

A safe limit on the frequency of validity is considered to be 0.1ω o (Tsividis(1999)). For

the transistors used in this work,ω o turns out to be about 41 Grad/sec (f o ≈ 6.5 GHz).

From (4.1), the upper limit on the frequency of validity is proportional to1/L2.

Therefore, in principle, it is possible to model the transistor for frequencies above the

safe limit by splitting the transistor into several sections (Tsividis(1999), Scholtenet al.

(1999)). The length of each section is chosen such that the QS model is valid for that

section. However, care should be taken for the internal sections so that no extrinsic ca-

pacitances exists at their terminals and no short-channel effects are introduced. There-

fore, when using existing SPICE models, one need to modify these models for fitting

them to the transistors of the sections (a tricky proposition). Therefore this method of

modeling the transistor for higher frequencies is usually not adopted by circuit design-

ers.

4.1.2 A Complete QS Model for the Programmable Transconductor

A complete QS small signal model for the MOS transistors is given in (Bagheri and

Tsividis (1985), Tsividis (1999)). It is a more precise model in the sense that, it has

an improved upper limit on frequency of validity of aboutωo/3 (Bagheri and Tsividis

(1985)). For a transistor operating in saturation, with source and bulk incrementally

grounded, the model reduces to a form shown in Figure4.5. Cm is the transcapacitance.
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Figure 4.5:Complete QS small signal model of a MOSFET operating in saturation

In saturation region the value ofCm can be shown to be4
15

C ′
oxWL (Tsividis (1999),

whereC ′
ox is the gate oxide capacitance per unit area. Note that the transconductance of

the complete QS model isgm(1 − sτ1), whereτ1 = Cm

gm
. Considering the complete QS

model for the transistors for M1 and M2 of the unitgm-cell, the intrinsic small signal

model of the transconductor can be drawn as in Figure4.6.

NCgsNCgb

kgds

kgm(1 - sτ1)vi

vi vo

Figure 4.6:Intrinsic small signal model of the programmable transconductor. A com-
plete QS model is assumed for the transistors

The transfer function of a Gm-C filter built using such transconductors, will be a

function ofgm(1− sτ1) and the integrating capacitors and can be written as,

TFqs1(s) = H

(
sC

kgm(1− sτ1)

)
(4.2)

Comparing (4.2) with transfer function of an ideal filterTFi(s) = H
(

sC
kgm

)
, it is seen

thatTFqs1(s) can be obtained by replacings in TFi(s) by s
(1−sτ1)

. In other words, the

ideal filter transfer function can be transformed to a QS transfer function by using the
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transformation

ω →
(

jω

1− jωτ1

)
(4.3)

→ − ω2τ1

1 + (ωτ1)2
+ j

ω

1 + (ωτ1)2
(4.4)

The frequency responseTFqs1(jω) of the filter can be thought of asTFi(s) evaluated

along the contour
(
− ω2τ1

1+(ωτ1)2
+ j ω

1+(ωτ1)2

)
.

We now explain the effect of assuming the complete QS model for the transconduc-

tor on the magnitude response of the filter. We take the example of a fifth order filter.

For the simplicity of analysis assume(ωτ1)
2 ¿ 1. The transformation in (4.4) simpli-

fies to−ω2τ1 + jω. A graphical intuition is provided in Figure4.7 (Pavan(2004b)).

p1, p2, p2∗, p3, p3∗ are the five poles of the filter. A response along thejω-axis will

give us the magnitude response of the ideal filter, that is|TFi(jω)|. By definition, the

magnitude response at a pointjωx in Figure4.7(a) can be written as,

|TFi(jωx)| = 1

a× b× c× d× e
(4.5)

a, b, c, d, e are the lengths of the vectors from the polesp1, p2, p2∗, p3, p3∗ respectively

to ωx, the point at which the response is evaluated. To evaluate the complete magnitude

response, the|TFi(jω)| should be evaluated at all the points on thejω axis.

The magnitude response of the filter assuming the QS model (|TFqs1(jω)|), is eval-

uated in a similar fashion but along the contour−ω2τ1 + jω as shown in Figure4.7(b).
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Figure 4.7:Evaluation of (a)TFi(jω) and (b)TFnqs(jω) of a fifth order all-pole filter

|TFqs1(jωx| is given as

|TFqs1(jωx)| = 1

a′ × b′ × c′ × d′ × e′
(4.6)

It can be noted from (4.5) and (4.6) that |TFqs1(jωx)| > |TFi(jωx)|. Since the

transformed contour is always to the left of thejω-axis, we can generalize the result

that|TFqs1(jω)| > |TFi(jω)|.

In Figure4.7(b), the poles are closer to the transformedjω-axis, with the highest

pole pair (p3 and p∗3) being the closest. This enhances the Q of the poles resulting
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Figure 4.8:A 3-D plot illustrating the Q-enhancement in the filter when the QS model
is considered

in peaking of the response. The deviation of|TFqs1(jω)| from |TFi(jω)| is maximum

near the bandedge of the filter. This is illustrated with a 3-D plot in Figure4.8. In figure,

|TFi(s)| of a fifth order Chebyshev filter, having a bandwidth of 500 MHz, is plotted.

The -ve real part and +ve imaginary part ofs are only considered. The ideal response

|TFi(jω)| of the filter is the shape obtained when the surface plot of|TFi(s)| is sliced

along thejω-axis. The QS response (|TFqs(jω)|) is obtained by slicing|TFi(s)| along

the contour−ω2τ1 + jω. The so obtained ideal and QS frequency responses are shown

in the figure. In this exampleτ1 is assumed to be 10 ps. Clearly we can see the peaking

in the magnitude response of the filter when the QS behaviour is considered.

Using the complete QS model for the programmable transconductor one can predict

the filter behaviour at higher frequencies. However, some aspects of the filter per-

formance are not satisfying. The complete QS model predicts that ass → ∞, the

transconductancegm(1 − sτ1) → −∞ which seems fundamentally incorrect. Another
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point is that fors → ∞, the transformed contour
(

jω
1−jωτ1

)
approaches− 1

τ1
and there-

fore,TFqs(j∞) approaches a constant. These seemingly strange results are due to the

use of QS models beyond its region of validity (approximatelyωo/3) (Bagheri and Tsi-

vidis (1985)). For higher frequencies it is necessary to consider the non-quasi-static

operation of the transistors.

4.1.3 Non-quasi-static model for the programmable transconductor

A first-order small-signal model for a four-terminal long channel MOSFET valid

upto the frequency of aboutωo is presented in (Bagheri and Tsividis(1985)). For the

detailed derivation/discussion of this model the reader is referred to (Tsividis (1999)).

For a transistor operating in saturation with source and bulk terminals incrementally

grounded, the high frequency model presented in (Bagheri and Tsividis(1985)) simpli-

fies to a form as shown in Figure4.9.

gmvi

Cgs

5gm
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τ1
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Figure 4.9:An intrinsic small signal model of a MOSFET operating in saturation with
bulk and source terminals at the same potential, valid for high frequencies

The finite time lag in the channel charges is modelled by a pole at1/τ1 and can be

shown to be15
4

gm

Cgs
. Note that,τ1 used here is same as the time constantτ1 used in the

complete static model with the assumptionCgs = 2
3
Cox.

When the NQS model is used for the transistors M1 and M2 in Figure4.2, the

small signal model for the programmable transconductor can be drawn as shown in
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Figure 4.10:The intrinsic model of the programmable transconductor considering NQS
effects

Figure4.10. As k is changed,all the conductancesdo not scale withk. Therefore

the transconductor is no longer constant-C scaled. Note specifically that the transcon-

ductancegm has a finite bandwidth associated with it. The input capacitance of the

transconductor is no longer lossless. The output conductance has an inductor in se-

ries with it. However, even when the filter bandwidth is a significant fraction of the

fT of the transistor, it is found from simulations that the deviations in filter response

due to the conductance of5Ngm in series withCx and the inductor in the drain are

insignificant in comparison to the “finite bandwidth” of the transconductance. This

makes sense because, at frequencies when the reactance ofCx and reactance of induc-

tor becomes comparable to the resistances1/5Ngm and1/gds respectively, the parasitic

capacitances existing in parallel to them will have a much lower reactance. Figure4.11

shows the magnitude response of the filter model designed in chapter2 with and with-

out the inductor and the gate resistance. It is seen that the effects of the conductance

5Ngm (denoted as resistorRgs) and the inductor τ1
k.gm

(denoted asLds) are negligible.

Considering only the finite bandwidth of the transconductor, the transfer function of

the filter can be written as a function ofkgm/(1 + sτ1) and the integrating capacitors in

a form

TFnqs(s) = H

(
sC(1 + sτ1)

k.gm

)
(4.7)
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Figure 4.11:Effect of Rgs and Lds in the NQS model of the transistor on the mag-
nitude response of the fifth order Chebyshev ladder filter. The complete
NQS model includes the effect ofRgs andLds in addition to the pole in
transconductance, while in the simplified modelRgs andLds are neglected.

Definingsnqs = s(1 + sτ1) we can write,

TFnqs(s) = H

(
snqsC

k.gm

)
(4.8)

Proceeding in a similar fashion as done for the complete QS model, the transfer

function TFnqs(s) can be obtained from the ideal transfer functionTFi(s) using the

transformation

s = s(1 + sτ1) (4.9)

Or jωnqs = jω (1 + jωτ1) (4.10)

= jω − ω2τ1 (4.11)
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Therefore, the magnitude response|TFnqs(jω)| of the filter with NQS effects can be

thought of asTFi(s) evaluated along the contourjω − ω2τ1. Recall that when the

complete QS model was considered, the transformation simplified to the same form

as in (4.11) for (ωτ1)
2 ¿ 1. This is because, at frequencies much lower than1/τ1,

complete QS model is valid. A plot of the contours of (4.4) for the complete QS model
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Figure 4.12:Shift in thejω-axis due to the QS behaviour and the NQS behaviour of
transconductors

and (4.11) for the NQS model are shown in Figure4.12 for ω ranging from zero to

50 Grad/s. It is evident that if the QS model is used, the resulting response will be in

error at high frequencies. Observe that the QS contour is always to the left of the NQS

contour. This means, for any bandwidth setting, the response of the filter with the QS

model will have a higher peaking than for a filter with the NQS model.

Figure4.13 compares the magnitude responses of a fifth order Chebyshev Gm-C

filter model when the complete QS model and NQS model are considered for the pro-
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Figure 4.13:Comparison of the magnitude responses of the fifth order Chebyshev lad-
der filter model considering the complete QS model and NQS model for
the programmable transconductor.
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Figure 4.14:Passband detail of Figure4.13
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Figure 4.16:Magnitude response of the filter model across the bandwidth settings when
NQS effects are considered - Passband details
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grammable transconductor. Figure4.14shows the passband detail of Figure4.13. No-

tice that with the QS model, the response peaks higher than for the NQS model as

expected. Figure4.15shows the stopband comparison upto 10 GHz. At higher frequen-

cies, the error between the QS model response and the NQS model response increases.

The error is about 10 dB at 10 GHz. Though not important it practice, it remains an

interesting theoretical point.

Recall that the NQS model (and also the complete QS model) for the programmable

transconductor is not constant-C scaled. The result is that the shape of the filter fre-

quency response varies with the bandwidth setting, as shown in Figure4.16. It is seen

that the peaking in the response is bandwidth dependent, which is not desirable. The

following section presents a simple compensating strategy.

4.2 COMPENSATING FOR MOS NQS EFFECTS - A BIQUAD EXAMPLE

For simplicity, we explain our technique using a biquad example. The same reason-

ing can be extended to more complex filter topology like a ladder.

vi

k.gm
vo(1+sτ1)

Ci

Figure 4.17:Simplified schematic of an integrator incorporating MOS NQS effects.

Consider a Gm-C integrator as shown in Figure4.17. The NQS effect of the transcon-

ductor is modeled with a pole at1/τ1. For simplicity, it is assumed thatgm/gds is large,

so that the effects ofgds can be neglected to first order. Denoting the total integrating
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capacitance (intentional and parasitic) byCi, the excess phase lag of the integrator at its

unity-gain frequencyk gm

Ci
is given by

∆φe = tan−1

(
4k

15

Cgs

Ci

)
(4.12)

From (4.12), it is clear that the excess phase of the integrator is bandwidth dependent.

In a biquad formed using two such integrators,Q enhancement due to the excess phase

in the transconductors increases with bandwidth setting. However, it can be seen that

for a given bandwidth setting, the excess phase will remain independent of temperature

if Ci is of the same kind asCgs. This is easy to achieve if MOS accumulation capacitors

are used as the integrating capacitors. This makes MOS accumulation capacitorsthe

choice for integrating capacitors in the filter designed in this thesis (in addition to their

high density, mentioned in Chapter2).

G

-G -G

Gvi

k k

kk

C1 C2

Figure 4.18:Gm-C biquad

Figure4.18shows a biquad formed using the integrator shown in Figure4.17. C1

andC2 represent thetotal capacitance at the integrating nodes. If NQS effects were
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absent, the center frequencyfo & Q of the biquad would be

fo =
1

2π

kgm√
C1C2

(4.13)

Q =

√
C1

C2

(4.14)

When NQS effects are considered,fo & Q are modified from the intended values, in a

bandwidth dependent fashion. The modifiedfo & Q can be approximated (AppendixA)

as the following:

f ′o ≈ fo

(
1− πfoτ1

Q

)
(4.15)

Q′ ≈ Q

1− 4πfoQτ1

(4.16)

The set bandwidthfo is of the form2πk gm

Ci
and τ1 is of the form 4

15

Cgs

gm
. Hence the

productfoτ1 depends only on ratios of like elements and is stable with temperature. It

is thus seen from (4.16) that even thoughQ is modified from the ideal value depending

on the bandwidth settingk, it does not change with temperature. Another key point is

that sincefoτ1 andQ are stable with temperature,f ′o can be stabilized over temperature

using a transconductance servo loop.

4.2.1 Biquad - Compensating for NQS effects

Compensating for NQS effects means restoringfo and Q to their intended val-

ues and can be done by appropriately modifyingC1 andC2. This modification must

be a function of the bandwidth settingk. This is accomplished by the digitally pro-

grammable capacitor banks∆C1(k) and∆C2(k). These capacitors are implemented
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Figure 4.19:Gm-C biquad: compensating strategy

using three terminal NMOS structures with drain and source connected together to the

control bit as shown in the inset of Figure4.19.

Vtune

C
CON

COFF

3.3 V0 V

Vtune

C

(a) (b)

Figure 4.20:(a) Unit NMOS capacitor used for the∆C (b) C-V curve of the unit NMOS
capacitor in (a), showing the operating regions

For a unit MOS structure, when the drain/source terminal is connected to ground, the

capacitance is high. Let us denote the resulting capacitance byCON . When the drain is
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connected to Vdd, the capacitance is low since a channel cannot be formed. Denote this

capacitance byCOFF . The operating regions are shown in Figure4.20. If the capacitor

bank hasM number of NMOS capacitors and ifm is the number of capacitors that are

ON for a given bandwidth settingk, the effective capacitance offered by the capacitor

bank is given by

∆C(k) = mCON + (M −m)COFF (4.17)

= m(CON − COFF ) + MCOFF (4.18)

From (4.18), the componentMCOFF in ∆C(k) is independent of bandwidth settingk

and the componentm(CON −COFF ) is dependent onk. For eachk, one can determine

the required number (m) of NMOS capacitors to be turned ON in∆C1 and∆C2 that

would restore the values offo andQ. Note, since∆C1 and∆C2 are of the same kind

as the integrating capacitors,fo andQ will not vary with temperature.

Table 4.1:Example for the strategy to find∆C to compensate for the MOS NQS effects.

Bandwidth δn δn1 m =
δn1CON

CON − COFF

001 10↑ 14 20
010 7 ↑ 11 16
011 5 ↑ 9 13
100 2 ↑ 6 9
101 0 4 6
110 2 ↓ 2 3
111 4 ↓ 0 0

The procedure for finding the∆C-banks can be explained for the biquad as follows.

1. Compute the frequency response of the layout extracted filter for each bandwidth
setting considering NQS effects. The BSIM3v3 model for the transistors provide
a parameternqsmodfor turning the NQS effects on. Several foundries do not
provide this switch in their models, as it is not important for most applications.
In that case, the channel charge partition can be modified to use the QS model of
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Figure4.5 instead of the simple model of the Figure4.3. Though the QS model
is not quite accurate at high frequencies, it is sufficiently precise to predict the
shape of the filter response, as shown in Figure4.13.

2. For each bandwidth setting, compute the capacitances to be added/removed in the
integrating nodes so as to bring the response back to the desired. One example for
finding∆C (say∆C1) is given in Table4.1. Column-2 shows the number of unit
capacitors (denoted asδn) to be added/removed in the integrating node-1. ‘↑’ and
‘↓’ indicate that the capacitors should be added and removed respectively.

At a given integrating node, capacitance may need to be added for some band-
width settings, while it may need to be removed for the remaining bandwidths.
However,∆C banks which are realized using 3-terminal NMOS structures can
only add the capacitances.

This is taken care by adding/removing an appropriate number of unit capacitors in
C1 andC2, so that the capacitance to be realized using∆C banks monotonically
increase/decrease with the bandwidth setting.

In the example table, we choose to remove 4 unit capacitors from node-1. The
resulting number of unit capacitors to be realized from the∆C1 bank is listed
in column-3 (δn1). Observe thatδn1 is monotonically decreasing for this case.
Column-3 tells us that, for each bandwidth setting, one need to add capacitance
equal toδn1 × CON using the∆C1 bank (assuming that the unit capacitance of
C1 is equal toCON of the unit NMOS capacitor).

3. From (4.18), it is known that adding a unit NMOS capacitor to a node increments
the capacitance at that node by (CON − COFF ). Therefore, we need to find the
number of unit NMOS capacitors (m) required to realize the desired capacitance
in ∆C (i.e. δn1 × CON ) for each bandwidth setting. This number can be found
usingm = δn1CON/(CON − COFF ) and approximating the result to the nearest
integer. This is shown in column-4 of table whereCON andCOFF are assumed
to be 20 fF and 6 fF respectively.

4. Decide upon the suitable strategy to switch-in the desired number of unit NMOS
capacitors in∆C1 and ∆C2 (calculated in the previous step), using the pro-
grammable structure shown in the inset of Figure4.19. For the example shown,
the best strategy would be to switch 13, 6 and 3 unit NMOS capacitors using the
bandwidth setting bitsb2, b1 andb0 respectively.

5. If M is the total number of unit NMOS capacitors in∆C1 branch, the fixed capac-
itanceMCOFF must be taken into account by subtracting an equal capacitance
from C1. Similar adjustment should be done for the other node also. For the ex-
ample, the number of unit capacitors to be removed fromC1 can be computed as
(16 + 6 + 3)COFF/CON = 6 fingers.

6. Repeat the steps 1 & 2. If the capacitors to be added/removed are more than the
unit capacitor, then repeat the steps 3 through 7.

The idea presented for the Gm-C biquad can be extended to more complex architec-
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tures like the ladder filter used in this thesis. With the efficient design centering tech-

nique (presented in the chapter3), one can easily compute the values of∆C required

for each bandwidth setting.

Q enhancement is traditionally handled using complexQ-tuning loops (see for ex-

ample,Stevenson and Sanchez-Sinencio(1998)). These techniques are not only com-

plex and have an area overhead but also suffer from clock feedthrough. The proposed

technique accomplishes the same objective, using a DC servo loop (which is needed

anyway to stabilizefo). It is a simple and area efficient technique. This is possible

because the integrator high frequency pole (occurring due to NQS effects) tracks the

unity gain frequency (thanks to the use of accumulation MOS capacitors as integrating

elements).

4.3 SIMULATION RESULTS

The technique presented in the previous section has been used to compensate for

MOS NQS effects on the 5th order ladder filter designed in Chapter2.

The layout extracted filter is simulated by setting the flagnqsmod=1in the MOSFET

model files. The resulting response is plotted in Figure4.21for all bandwidth settings.

These responses are used for correcting for the NQS effects.

Figure4.22show the response of the filter after correction. Notice that all the peaks

in the responses are brought back to 0 dB. The variations in the first minima of pass

band is due to the minimum realizable unit capacitor. The proposed theory is borne out

by experimental results from the fabricated chips. These measurements are presented

in chapter6.
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Figure 4.21:Normalized magnitude response of the layout-extracted filter without NQS
compensation.
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Figure 4.22:Normalized magnitude response of the layout-extracted filter with NQS
compensation.
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CHAPTER 5

ACCURATE CHARACTERIZATION OF ON-CHIP
INTEGRATED FILTERS

Integrated filters are not stand alone devices, but intended to be embedded parts of a

complete on-chip analog front end. Hence, they are not designed to drive parasitics due

to the package and test board. When characterizing the filter in packaged chips, the

effects of the package must be de-embedded from the response of the filter. The charac-

terizing procedures should be able to accurately measure the filter frequency response

both in the passband and the stopband.

+

+-

-

+

+-

-

FILTER

Test Buffer

Test Buffer

50 Ω

50 Ω

vi

vo,dir

vo,fil
Vdd

Vdd

CHIP

T1 T2

T3

Filter Path

TB1

TB2

Direct Path

Figure 5.1:Conventional on-chip filter measurement test setup.

A common technique, originally proposed byNauta(1992), employed for on-chip

filter characterization is shown in Figure5.1. The filter to be tested is assumed to be

fully differential. Transformer T1 converts the single-ended stimulus (from the test

equipment) into a fully differential signal that excites the filter. Since the filter is not

designed to drive external loads, two nominally identical on-chip test buffers TB1 and



TB2 are used. These test-buffers, which are biased with sufficiently large currents so

that external loads can be driven, are only activated during characterization. TB1 senses

the input of the filter and forms the direct measurement path, while TB2 senses the

filter output. T2 and T3 convert the test-buffer outputs into single-ended signals that

are measured by the test instruments. The test buffers, IC package and board parasitics

have a frequency response that must be de-embedded in order to obtain the true filter

response. The following assumptions are made regarding the test-setup.

a. TB1 & TB2 are matched.

b. The measurement paths at the outputs of TB1 & TB2 are identical.

c. The input impedance of TB1 & TB2 is negligible.

d. The reverse transmissions of the filter, TB1 & TB2 are negligible in the frequency
range of interest.

Assumption (a) is reasonable. (b) is a bit harder to achieve, since the designer has

little control over the package. (c) can be enforced by design, and is necessary anyway

as the test-buffers should not load the signal path. As for (d), the usually used active

filter and test buffer topologies can easily achieve reverse isolations of 90-100 dB even

at high frequencies. The signal flow graph (SFG) of the test setup, used to calculate

H(f) is shown in Figure5.2. Hin is the transfer function of the input path, i.e, fromvi

to the filter input.Hf is the transfer function of the filter andHb is the transfer function

from the test buffer input to the balun (T2, T3) output.

If the SFG of Figure5.2is valid, it is seen that the frequency response of the filter is

given by

Hf (f) =
Vo,fil(f)

Vo,dir(f)
(5.1)

72



Hin

Hb

Hf
Hb

Vo,fil

Vo,dir

Vi

Figure 5.2:Signal flow graph of the conventional test setup.

In practice, since the magnitude response ofHf (f) is of interest, a Spectrum Analyzer

(SA) can be used to measure the magnitudes ofVo,fil(f) andVo,dir(f). Alternately, a

Vector Network Analyzer (VNA) can be used to measure the S-parameters of the filter

path and direct path. It can be shown that

Hf (f) =
Vo,fil(f)

Vo,dir(f)
=

S21,fil(f)

S21,dir(f)
(5.2)

The setup described above has the advantage of simplicity. Apparently, filters with very

high bandwidth can be measured even with a very low-cost package, since all package

and board parasitics are calibrated out. This technique has been thede factomethod

used to characterize filters by several workers over the years.

From the measured magnitude responses reported by various authors, the conven-

tional test technique enables a very accurate characterization of the passband response

(whereHf (f) is large). However, in our experience, as well as experimental results

reported in the literature (for exampleDe Veirman and Yamasaki(1992), Pavanet al.

(2000), Harrison and Weste(2003), Pandayet al. (2006) Chamlaet al. (2005)), the

accuracy of the measurement in the stop-band of the filter is poor. Typically, the mea-

sured|Hf (f)| does not reduce beyond -60 dB even at high frequencies, and is quite

sensitive to the package and test board. The equiripple group delay filter ofDe Veirman
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and Yamasaki(1992) has a measured stopband attenuation that does not reduce below

-60 dB beyond 40 MHz. Measurements made on the fourth order Butterworth filter re-

ported inPavanet al. (2000) were only accurate for frequencies where the attenuation

was less than about 60 dB. The measured stopband attenuation of the fifth order elliptic

filter in Harrison and Weste(2003) was -50 dB at 300 MHz but went down to -35 dB

at higher frequencies. The authors ofPandayet al. (2006) report that the response de-

viates from the ideal at about 300 MHz due to test setup issues. Test setup problems

are not restricted to high frequency filters - measurements of the baseband Butterworth

filters reported inChamlaet al. (2005) show a deviation from the ideal beyond a few

megahertz, where the attenuation is greater than 70 dB. Usually, such problems are at-

tributed to the “quality of the test-setup”, implicitlyassumingthat the filter itself has no

problems. It is therefore seen that there is a need for a characterization technique that

is also accurate in the filter stopband, and robust with respect to package properties.

Like the frequency response, the output noise spectral density of the filter is also

effected by the package and board parasitics. With the technique of Figure5.1, the mea-

sured noise spectrum will be the combination of the noise due to the filter, test-buffer

and any other device (contributing noise) present in the measurement path. In order to

obtain the filter noise spectral density, it is necessary to remove the effect of the pack-

age and other sources.Rizzoli and Lipparini(1985) andPucelet al. (1992) presented

techniques to measure the noise spectral densities of packaged two-ports. However, a

multiport package model is assumed to be available (from package measurements or

simulations).

In this chapter, we propose techniques for accurate characterization of on-chip ac-
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tive filters, without some of the disadvantages associated with prior work as discussed

above. The additional complexity introduced in the on-chip test hardware due to our

techniques is negligible. Two improved techniques, one using a VNA and another using

only a spectrum analyzer are proposed for the accurate frequency response measure-

ment. A technique for the accurate measurement of the noise spectral density of the

filter is also proposed.

5.1 LIMITATIONS OF THE CONVENTIONAL MEASUREMENT TECHNIQUE

An implicit assumption made in arriving at (5.1) is that there is no coupling between

the three ports of Figure5.1 (the input, direct path output and the filter path output).

While this is accurate at low frequencies, the isolation between the three ports decreases

with frequency. This makes sense, since the inductive coupling (through the bond-

wires and PCB traces) and capacitive coupling (through the pin-to-pin & PCB inter-

trace capacitance) increases with frequency. The measured isolation between the three

ports of the test board used in this work to characterize the filter prototype designed in

chapter2, is shown in Figures5.3, 5.4 and5.5. In all these figures, the lower curve is

the isolation of the board (without the packaged IC), while the upper curve shows the

isolation with the IC package, but without the die. From these figures, it is seen that the

package is the dominant contributor of port-to-port coupling. Note specifically that the

isolation between any of the ports is only about 55 dB at 500 MHz. This means that,

with this particular test setup, a filter with a stop-band attenuation better than 55 dB at

500 MHz cannot be measured accurately, since direct feedthrough due to the package

dominates the filter path output. It is clear, therefore, that any characterization technique
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must account for (or eliminate) spurious coupling through the package.
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Figure 5.3:Isolation of the filter path with and without the packaged IC.
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Figure 5.4:Isolation of the direct path with and without the packaged IC.
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Figure 5.5:Isolation between the output ports with and without the packaged IC.
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Figure 5.6:Signal flow graph with finite package isolation.

Considering package and board feedthrough, the signal flow graph of Figure5.2

can be redrawn as in Figure5.6. k1, k2 andk3 model the package feedthrough terms.

Here we assume that the output ports of TB1 and TB2 are symmetric with respect

to the input port. This is not necessary (from Figure5.3 and Figure5.4), but makes

the analysis simple and expressions less tedious. Solving the signal flow graph, and
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neglecting higher powers ofk1, k2 andk3 (since they are small), we obtain

Vo,fil(f)

Vi(f)
≈ HinHfHb + k1Hin + k3HinHb

+k2(HinH
2
b H2

f + HinH
2
b Hf ) (5.3)

Vo,dir(f)

Vi(f)
≈ HinHb + k1Hin + k3HbHfHin

+k2(HinH
2
b + HinH

2
b Hf ) (5.4)

Clearly the ratio of (5.3) and (5.4) is no longerHf . However, in the filter passband, the

direct and filter path outputs can be approximated as follows.

Vo,fil(f)

Vi(f)
≈ HinHfHb (filter path) (5.5)

Vo,dir(f)

Vi(f)
≈ HinHb (direct path) (5.6)

The ratio of the outputs of these paths is seen to beHf , independent of the package. In

the filter stopband (whenHf is very small), the filter path output is dominated by direct

feedthrough. (5.3) and (5.4) can now be written as

Vo,fil(f)

Vi(f)
≈ k1Hin + k3HinHb (filter path) (5.7)

Vo,dir(f)

Vi(f)
≈ HinHb + k1Hin + k2HinH

2
b (direct path) (5.8)

From the above, it is seen that the measured stopband response is independent ofHf !

To make matters worse, theki’s typically increase with frequency, while|Hf | decreases

with frequency - hence the conventional technique can lead to gross measurement errors

in the filter stopband (this observation can be confirmed by several measured filter re-

sponses reported in the literature). Further, since theki’s depend on packaging details,

78



the measured stopband response is a function of the package/PCB used to characterize

the filter.

5.2 PROPOSED MEASUREMENT TECHNIQUES
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TB1

CHIP Sdp

Sdn

Sdp

Sfp

Sfn

Sfp

Figure 5.7:On-chip portion of proposed technique.

In this section, we present two improved measurement techniques which account

for and eliminate package feedthrough to a large degree. The schemes does not require

knowledge of the package details, or measurements of isolation of the package. The

additional complexity introduced on-chip is negligible.

5.2.1 Method - 1 : Using a Vector Network Analyzer (VNA)

The basic idea behind this technique is the following - If the filter gain is multiplied

by−1, we see from (5.3) that the term due to the filter (HinHfHb) changes sign, while

all the terms due to package feedthrough (exceptk2HinH
2
b Hf , which can be neglected

in the stopband) remain the same. Thus, the difference of the filter path transfer func-

tions measured with the filter as is, and with the filter gain multiplied by−1 is largely

free from feedthrough terms. Since the filter and testbuffers are fully differential, mul-
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tiplication of the filter gain by−1 is trivial, and is accomplished using a simple cross

coupled switch network.

The on-chip portion of the proposed technique is shown in Figure5.7. The off-chip

portion is not shown as it remains identical to that shown in Figure5.1. Each test-buffer

has two pairs of switches at the input. Considering the filter-path, two pairs of switches

(labelledSfp andSfn) are added between the filter and TB2. When the switchesSfp are

turned ON, they enable the direct connection of the filter to TB2. Turning on the two

inner switchesSfn instead is equivalent to multiplying the gain of the filter by -1. Note

thatSfp andSfn are not closed simultaneously. A similar arrangement is provided in

the direct path (switchesSdp andSdn). Each pair of switches is controlled by an external

digital signal. It is necessary (and straightforward) to ensure that the input impedance

of the test buffers remains the same irrespective of which pair of switches is turned on.

The proposed technique calls for 4 measurements - two for the filter-path and two for

the direct-path. The filter-path transfer functions measured whenSfp andSfn are ON

are denoted byHfil,p andHfil,n respectively.Hfil,p is approximately given by the right

hand side of (5.3). ReplacingHf with−Hf in (5.3) givesHfil,n. From this, we see that

Hfil,p −Hfil,n ≈ 2HinHfHb(1 + k2Hb) (5.9)

The direct feedthrough terms get eliminated as their phase does not change when the

filter gain changes sign. A similar set of measurements is made on the direct-path, with

Sdp andSdn ON and the resulting transfer functions are denoted byHdir,p andHdir,n

respectively. Using (5.4), and proceeding in a manner analogous to the derivation of
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(5.9), we see that

Hdir,p −Hdir,n ≈ 2HinHb(1 + k2HbHf ) (5.10)

Using (5.9) and (5.10), the filter response can be obtained as

Hf (f) ≈ Hfil,p −Hfil,n

Hdir,p −Hdir,n

(5.11)

The approximation above is justified since the feedthrough terms are very small com-

pared to unity.

The procedure discussed above involves measurement of complex frequency re-

sponses and the operations are complex. Therefore, the technique requires a VNA to

measure the S-parameters of the filter path and direct path, in which case, it can be

shown that,

Hf (f) ≈ S21,filp − S21,filn

S21,dirp − S21,dirn

(5.12)

Test Buffer Design

Figure5.8shows the simplified schematic of the test-buffer and the associated switches

Sfp andSfn. When the control bitB is high, transistorsMs2 andMs4 are ON, while

Ms1 andMs3 are off. The opposite situation occurs whenB is high. The source fol-

lower stage at the input results in a very high input impedance, which is almost fully

capacitive. This (small) capacitance can be taken into account during the filter design

process. Notice that the input impedance of the test-buffer remains the same regardless

of which of switch pairs are ON.

The dimensions of M3 and M4, which form a differential pair, are chosen so that

81



Vdd

VddVdd

ip

in

B

B

Ms2

ip

in

B

Ms3

M1 M2
M3 M4

M5 M6

Bond pads

Rd

I

Ms1

B

Ms4

Test Buffer SwitchesSwitches

op om

Figure 5.8:Simplified schematic of the test buffer and polarity reversal switches.

they have a large gate overdrive voltage. This is important, since the distortion of the

test-buffer should be small when compared to that introduced by the filter. M5 & M6 are

cascode devices that increase the isolation of the test-buffer, whose output is a current

that is terminated with a resistance on the test-board.Rd is a damping resistor that

prevents common-mode oscillation of the cascode with the package inductance.

5.2.2 Method - 2 : Using a Spectrum Analyzer

One advantage of the technique proposed inNauta(1992) is that it needs only mag-

nitude measurements, which can be made using a spectrum analyzer with a tracking

generator (note that the VNA technique described in the previous section needed both

magnitude & phase). In this subsection, we propose a technique that attempts to elim-

inate package feedthrough, but uses only magnitude response measurements. The ba-

sic idea behind the technique is as follows. The output of the filter path is the (com-

plex) sum of the signal through the filter and that through the package. If there was no
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feedthrough, changing the gain of the filter-path by a factorα would result in the ampli-

tude of the filter-path output changing byα. This will no longer be the case with pack-

age feedthrough. Thus, the amount of feedthrough can be estimated (and eliminated)

by monitoring the amplitude of the filter-path output when the path gain is changed.

With independent control of the gains of the filter & direct paths, the signal flow

graph of Figure5.6 is modified as Figure5.9. α1 & α2 represent the programmable

gains of the filter & direct paths respectively.

Hin

α1Hb

Hf α2Hb Vo,fil

Vo,dir

Vi
k3 k3

k1

k1

k2

k2

Figure 5.9:Signal flow graph of the setup with gain control.

The equations (5.3) and (5.4) are now modified as

Hfil ≈ α2HinHfHb[1 + k2(α2HbHf + α1Hb)]

+k1Hin + k3α1HinHb (5.13)

Hdir ≈ α1HinHb[1 + k2(α2HbHf + α1Hb)]

+k1Hin + k3α2HbHfHin (5.14)

In the above equations, we assume that|k2(α2HbHf+α1Hb)| ¿ 1, since feedthrough
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terms are small compared to unity. (5.13) and (5.14) then simplify to

Hfil ≈ α2HinHfHb + Hx (5.15)

Hdir ≈ α1HinHb + Hy (5.16)

where,Hx = k1Hin + k3α1HinHb and Hy = k1Hin + k3α2HbHfHin, represent

feedthrough terms. The magnitudes of the filter and direct path transfer functions can

be written as

|Hfil|2 ≈ |α2HinHfHb|2 + |Hx|2

+2 |α2HinHfHb||Hx| cos θ1 (5.17)

|Hdir|2 ≈ |α1HinHb|2 + |Hy|2

+2 |α1HinHb||Hy| cos θ2 (5.18)

θ1 is the angle betweenHinHfHb andHx, whileθ2 is the angle betweenHinHb andHy.

In each of the equations (5.17) and (5.18), we have 3 unknowns. The left hand

side can be obtained from measurements.This means that three sets of measurements

on each path are needed to compute the three unknown variables. Note that our interest

is to determine|HinHfHb| and|HinHb|, and thereby|Hf |. This is done as follows.

a. Three magnitude response measurements are made on the filter path, with differ-
ent gains :α2 = 2, -2 and 1, withα1 set to 1. Solving (5.17) for |HinHfHb|2, it
can be shown that

|HinHfHb|2 ≈ |Hfil|2α2=2 +
1

3
|Hfil|2α2=−2

− 4

3
|Hfil|2α2=1 (5.19)

b. Three magnitude response measurements are made on the direct path, with dif-
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Figure 5.10:Simplified schematic of the test buffer with variable gain and constant
bandwidth.

ferent gains :α1 = 2, -2 and 1, withα2 set to 1. Solving (5.18) for |HinHb|2
yields

|HinHb|2 ≈ |Hdir|2α1=2 +
1

3
|Hdir|2α1=−2

− 4

3
|Hdir|2α1=1 (5.20)

c. The ratio (5.19)/(5.20) yields the squared magnitude response of the filter.

Programmable gain test buffer

Figure5.10shows the schematic of the programmable gain test-buffer. The polarity

reversal switches at the input are not shown, since the arrangement is similar to that

in Figure5.8. To achieve gain programmability, a differential pair M8-M9, whose tail

current can be shut off using a digital control signal B0, is added in parallel with the

original pair (M3-M4). When M8-M9 are turned off, a dummy pair Md1-Md2 is turned
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on, so that the impedance at nodesip1 & im1 remain the same. It is thus seen that the

gain of the test-buffer can be increased by a factor of two,while maintaining the same

normalized frequency response.

5.3 A MODIFIED TEST-SETUP FOR THE PROPOSED MEASUREMENT TECH-

NIQUES

+
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-

+

+-

-

FILTER TB2

TB1

CHIP Sdp

Sdn

Sdp

Sfp

Sfn

Sfp

Figure 5.11:On-chip portion of improvement to the proposed technique.

An improvement to the test-setup for the proposed measurement techniques pre-

sented in section5.2 is shown in Figure5.11. The improvement is on chip where, the

outputs of the two test buffers (TB1 and TB2) are tied together and a single output

is brought out of the chip. Only one test buffer will be on at any time. Since, at a

given time, only one path from the input to the output is active, the effect of pack-

age feedthrough will be reduced to a large extent. The SFG of this setup is shown in

Figure5.12(a) & (b) for the cases when TB1 and TB2 are on.

Solving the SFG in Figure5.12(a)&(b) for the filter path measurement, neglecting

higher powers ofk1 andk2, we get -
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Figure 5.12:Signal flow graph for the improved method when (a) TB2 is on (filter path
measurement) and (b) TB1 is on (direct path measurement).

Vo,fil(f)

Vi(f)
≈ HinHfHb + k1Hin + k2HinH

2
b H2

f (5.21)

Vo,dir(f)

Vi(f)
≈ HinHb + k1Hin + k2HinH

2
b (5.22)

Notice that (5.21) and (5.22) are largely free from the feedthrough terms when com-

pared with (5.3) and (5.4). When the proposed VNA method is used for this test-setup,

we see thatall the feedthrough terms are cancelled and no further approximation (like it

was made in arriving at (5.11)) is necessary. Therefore the modified on-chip test setup

improves the measurement accuracy in the stopband.

5.4 MEASUREMENT OF NOISE SPECTRAL DENSITY

The output noise spectral density of a filter is an other important quantity that needs

to be measured. Usually, the spectral density of the noise at the output of the filter

path (as shown in Figure5.1) is measured, from which the mean square noise of the

filter is calculated. Since the frequency response of the package and the noise of the

test-buffers is not accounted for, this approach can lead to erroneous results. In the
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filter. (c) Block diagram of the test setup.
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microwave literature, several authors have reported techniques to measure the noise

properties of packaged two ports. These techniques are accurate but require knowledge

of the package, from measurements or simulation. Here, we present an approximate

technique that does not need package information. The test setup used in our work for

measuring the filter output noise spectral density is shown in Figure5.13(a)&(b). It is a

two step process, involving the measurement of the filter and direct path noise spectral

densities. Since the spectrum analyzer has a poor noise figure, a low noise RF amplifier

is used to amplify the noise output of the desired path. Unused ports are terminated in

50Ω.

The equivalent block diagram of the test setup is shown in Fig5.13(c). vn1 & vx are

the output noise voltages of the input path and the filter respectively. The input path has

a transfer functionHin andHb1 is the transfer function of the path from the filter output

to the spectrum analyzer input.vn2 is the input referred noise voltage of this path (note

that Hb1 includes the RF amplifier).vnf , vnd are the filter path and direct path noise

voltages measured in the spectrum analyzer. From Figure5.13(c), the spectral densities

of the filter & direct output noise are seen to be

Snf (f) = Svn1(f)|HfHb1|2 + (Svx(f) + Svn2(f))|Hb1|2

Snd(f) = (Svn1(f) + Svn2(f))|Hb1|2 (5.23)

From the above equations, we see that

Snf (f)− Snd(f) = Svn1(f)(|Hf |2 − 1)|Hb1|2 + Svx(f)|Hb1|2 (5.24)
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The first term on the right hand side of (5.24) is much smaller than the second term

due to the following. Noise contributed by the input path is negligible compared to

that (Svx) generated by the filter as input path noise is only due to the input termination

resistors (about 25Ω). Further, in the filter passband (where the noise spectral density

is significant),|Hf |2 ≈ 1. Thus,Svx(f) can be approximated as

Svx(f) =
Snf (f)− Snd(f)

|Hb1|2 (5.25)

The direct measurement ofHb1 is problematic sinceHin & Hb1 are in cascade, as seen

from Figure5.13(c). In the active filter literature, it is common practice to assume

the noise at the filter path output is only due to the filter, neglecting the test-buffer

noise. When the buffer noise is significant, or when the effects of the package are not

accounted for, it becomes difficult to estimate the filter noise spectrum (for example, see

the measurements reported inGopinathanet al.(1999)). Another common technique is

to assume that|Hb1| is the same as the gain of the direct path. In this work, we propose

a technique to estimate|Hb1|, thereby enabling a more accurate measurement of noise

due to the filter.

5.4.1 Measurement of|Hb1|

RHin

Z0

Vs Hb1

V1+ VR

ΓV1+

DUT (Test board and RF amplifier)

Z0

V2+

VNA

0

VNA

Figure 5.14:Test setup for findingHb1
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The basic idea is to observe that|Hb1| can be determined if it was somehow possible

to infer the magnitude of|Hin|. From Figure5.14, it is seen that the input reflection

coefficient can be used to determine|Hin| as follows. R is a nominally 50Ω on-chip

termination resistor (in practice, this can be implemented by a transistor, which is only

turned on during test time).V1+ denotes the voltage wave incident on the input port of

the Device Under Test (DUT).Γ is the reflection coefficient. If the transmission from

the input port of DUT to the resistor (R) is lossless

V 2
1+

Z0

(
1− |Γ|2) =

V 2
R

R
(5.26)

Also, S21 =
V2+

V1+

, Hb1 =
V2+

VR

andΓ = S11. Thus,|Hb1|2 is given by

|Hb1|2 =
|S21|2

R
Z0

(1− |S11|2)
(5.27)

In practice, the transformer (used for single-ended to differential conversion) has a

loss (1 dB in our case). Denoting the power loss byα, it can be shown that|Hb1|2 can

be determined by using

|Hb1|2 =
|S21|2

α R
Z0

(1− |S11|2
α2 )

(5.28)

S21 andS11 are be obtained by measuring the scattering parameters of the direct path .

R can be easily measured across the input terminals of the chip. (5.25) can be evaluated

to obtain the noise spectral density of the filter.
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ble5.1

Table 5.1:Mutual coupling between the bondwire inductances used for the simulation
L2 L3 L4 L5 L6

L1 0.6 0.3 0.3 0.3 0.6
L2 – 0.6 0.3 0.3 0.3
L3 – – 0.6 0.3 0.3
L4 – – – 0.6 0.3
L5 – – – – 0.6

5.5 SIMULATION RESULTS

To validate the proposed frequency response measurement techniques, simulations

were run on the extracted netlist of the filter designed in chapter2. The test chip has in-

dependent filter path and direct path. Inductive couplings were deliberately introduced

between the three ports of the filter chip. Figure5.15shows the schematic of the test-

bench used for the simulation.L1 − L6 represent the bond-wire inductances and are

mutually coupled to each other. The coupling that was used between these inductors

are shown in Table5.1.

Figure5.16 shows the simulation results for the filter set at the lowest bandwidth

(71.4 MHz). It can be seen that in presence of coupling, the conventional technique is
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Figure 5.16:Simulation results for the proposed measurement technique using a VNA

accurate only upto an attenuation of about 50 dB at 150 MHz, where as the proposed

measurement technique is robust even till 1 GHz. However, in the passband the conven-

tional technique is still accurate, as mentioned earlier in this chapter.
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CHAPTER 6

EXPERIMENTAL RESULTS

This chapter presents the experimental results of the fabricated chips along with the

details of the test board. Two filter test-chips were fabricated in a 0.35µm CMOS pro-

cess from Austria Micro Systems (AMS) through the Europractice program. One chip

did not incorporate NQS compensation and was design centered using a simple model

for the transconductor, as is the normal practice. Another chip, fabricated on the same

run, had incorporated in it our proposed NQS correction scheme. Both the chips were

fabricated in a single die of 10 mm2. Figure6.1 shows the die photograph of the chip

without NQS compensation. Figure6.2 shows the bonding diagram of the chip. The

chips were packaged in a 40-pin DIP. Both the NQS uncompensated and compensated

chips are pin compatible. The pin-out of the packaged IC and the functionality of each

pin is given in AppendixB.

6.1 DESIGN OF THE TEST BOARD

A two layered printed circuit board (PCB) was used to characterize the filter chips.

The dimensions of the PCB are measured4.7′′ × 3.2′′. A photograph of the populated

PCB is shown in Figure6.3.

The baluns (T1-T3, referring to Figure5.1 in chapter5) for the signal conversion

from single-ended to differential and vice-versa are wide-band RF transformers ADT1-

1WT from Mincircuits. They have a frequency range of 0.4-800 MHz with an insertion



FILTER

Current Dist  & Fixed Gm Bias

Filter
Path

Direct
Path

B
uf

fe
r 

A

B
uf

fe
r 

B

Figure 6.1:Chip die photograph.

Figure 6.2:Bonding Diagram
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Figure 6.3:Snap-shot of the populated PCB

loss of 3 dB. Every attempt is made to decouple the supply voltage from the possible

signal coupling and/or noise by inserting decoupling capacitors close to each supply pin

and of the chip. The decoupling at each point is done using a 10µF electrolytic capacitor

(for suppressing low frequency noise) in parallel with a 10 nF surface-mount capacitor

(for decoupling high frequency noise). Other DC bias voltages are also decoupled in a

similar manner.

The board has two LM334 based current source/sink circuits. These circuits are

used as a provision to modify the common-mode reference voltage and the cascode

bias voltage (for the transconductors) which are generated on-chip if necessary. The

details of these circuits are given in AppendixC. The bandwidth setting control word

and the test buffer control bits are set manually using DIP switches.
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6.2 RESULTS ON NQS EFFECTS AND ITS COMPENSATION

Figure6.4shows the response of the filter without NQS compensation as the band-

width is programmed. The test-setup has a bandwidth of about 800 MHz due to the

baluns used. Hence the magnitude response is shown only up to that frequency. No-

tice the excellent stop-band response. The stop-band response of the filter with NQS

compensation is shown in Figure6.5.
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Figure 6.4:Magnitude response of the filter without correcting for NQS effects.

Figure6.6 shows the frequency response of 20 chips each kind (with and without

NQS compensation) plotted on the same plot, for the highest bandwidth setting. Ob-

serve the consistently higher peaking and higher cutoff frequency when NQS effects in

the transistors are neglected. Due to an error in MOS capacitor modeling, series resis-

tance of the MOS accumulation devices used as integrating capacitors was not taken

into account during simulation. This resistance along with the interconnect resistances,
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Figure 6.5:Magnitude response of the filter with NQS compensation.
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Figure 6.6:Comparison of the frequency response of 20 chips measured under identical
conditions, with and without NQS compensation. In both cases, the filter is
set to the highest bandwidth.
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Figure 6.8:Measured frequency response variation with ambient temperature.
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leads to additional damping of the filter response. Hence, the peaking in the filter with-

out NQS compensation was smaller than expected. This also explains the droop in the

responses with NQS compensation, as the proposed scheme effectively overcompen-

sates for the excess phase of the integrator. The good repeatability of the filter responses

indicates that the proposed technique is robust. The cutoff frequency variation among

the samples is±1.4%.

To verify the effect of resistance of MOS capacitors, simulations were done on the

model of the NQS uncompensated and the NQS compensated filters by including the es-

timated value of the MOS capacitor resistances along with the interconnect resistances.

The distributed effect of these resistances were taken into account (Razaviet al. (1994)

andLarsson(1997)). The result is shown in Figure6.7. The simulated response shows

that the smaller peaking in the measured response (than expected) is indeed due to the

unaccounted MOS resistances and the interconnect resistances.

Figure6.8 shows the measured frequency response over an ambient temperature

range of0o − 70oC. The bandwidth variation with the temperature is found to be

±1.7 %.

6.3 RESULTS ON PROPOSED CHARACTERIZATION SCHEMES

6.3.1 Frequency Response Measurement Using a VNA

Since the stop-band response is of prime interest here, we present results with the

filter bandwidth set to the lowest value (71.4 MHz). A VNA (E5070-B model from

Agilent Technologies) was used to measure the S-parameters of the direct and filter
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paths. Note that the filter has stopband attenuation of 90 dB at 400 MHz, which is about

30 dB smaller than the isolation of the package !
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Figure 6.9:Comparison of the responses obtained for the conventional technique and
proposed VNA based method. The inset shows the passband detail - the re-
sponses measured using the conventional and proposed techniques are vir-
tually identical, since package isolation is high in the filter passband. Notice
that the stopband attenuation measured using the proposed technique is less
sensitive to package variations.

The measured passband detail is shown in the inset of Figure6.9, using the conven-

tional and proposed techniques. There are actually two measurements in the inset, but

they are virtually indistinguishable. This is to be expected, since package isolation is

high at low frequencies (within the filter passband, see Figures5.3,5.4& 5.5).

To investigate the sensitivity of the measurements (especially in the filter stop-band)

to the package, measurements were made for two “different packages”, named A & B

in the discussion to follow. Package A was a 40 pin DIP, while the Package B was the

same 40 pin DIP with a copper strip pasted on to the top of the package, thereby mod-
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Figure 6.10:Photograph of the package A and B used for investigating the sensitivity
of the proposed measurement technique. Package A is a 40 pin DIP and
Package B is the same 40 pin DIP but with a copper strip pasted on it.

ifying the high frequency port-to-port isolation. Photograph of the package A and B

are shown in Figure6.10. Figure6.9 compares the responses obtained through the use

of the conventional technique and proposed VNA based technique. It is seen that the

conventional measurement is in error beyond about 200 MHz. Moreover, the measured

stopband response is sensitive to package characteristics. In contrast, the proposed tech-

nique is seen to be almost insensitive to the package, while being accurate to 350 MHz,

where the attenuation of the filter is about 90 dB. The deviation from the ideal response

beyond this frequency is due to higher order terms neglected in the derivation of the

technique, as well as mismatches in the filter and buffer paths. The response is not

shown beyond 500 MHz sinceHfil,p andHfil,n are so small that they are buried in the

measurement noise of the VNA.

The 40 pin DIP used to package the filter is unsuitable for high-frequency work

such as this. Thanks to the proposed technique, accurate measurements can be made
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Figure 6.11:Magnitude responses measured using the conventional method and pro-
posed spectral analyzer method.

even in such packages. Note that higher accuracy can be obtained (through our tech-

nique) by using a better package, as well as increasing the gains of the test-buffers.

Further, the proposed technique can be extended to higher frequency filters, pack-

aged in correspondingly higher performance packages. Examples of such filters in-

clude transmission-line based multi-GHz analog adaptive filters for data communica-

tion (Sewter and Carusone(2006)).

6.3.2 Frequency Response Measurement Using Spectrum Analyzer Method

Figure6.11compares the filter responses obtained using the conventional and pro-

posed spectrum analyzer methods. It is seen that while the proposed spectrum analyzer

based technique is an improvement over the conventional method, the performance is

not quite as good as the VNA based measurement described in the previous section.
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Figure 6.12:Measured and simulated output noise spectral density of the filter for the
lowest bandwidth setting.

This makes sense due to the following. In the filter stop-band the magnitude measure-

ments depend on subtraction of two smallsquarednumbers, each of which is corrupted

by measurement noise (compare this with the VNA method, where squaring is avoided).

Further, mismatch in test-buffer gain factors also contribute to error in the measured fil-

ter response.

6.3.3 Noise Spectral Density Measurement

During measurements, as mentioned in Chapter5, two low noise wide-band RF am-

plifiers (ZKL-2R5 from Minicircuits) were used in cascade to amplify the noise of the

filter to levels much higher than the input noise of the spectral analyzer. Figure6.12

shows the measured output noise spectral density of the filter using the proposed tech-

nique. The noise measured using conventional technique is also shown where,|Hb1|
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Figure 6.13:Measured output noise spectral density of the filter when the filter band-
width is tuned over its range.

is (incorrectly) assumed to be the same as the direct path gain. Figure6.13shows the

output noise of the filter when the bandwidth setting control word is swept from 000 to

111. It is seen that the filter follows the noise properties of constant-C scaled networks

as explained byPavan and Tsividis(2000). The measured integrated output noise of the

filter is 356µV rms, while the simulated noise is 340µV rms.

6.4 DISTORTION MEASUREMENT

Figure6.14shows the third harmonic distortion (HD3) of the filter as a function of

input peak-to-peak differential voltage. The 2nd harmonic is found to be about 20 dB

below the third. The filter can handle a signal upto 0.5 V peak-to-peak with total har-

monic distortion (THD)< 1 %. For the measurement, the filter bandwidth is set to the
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Figure 6.14:Third harmonic distortion of the filter as a function of the input voltage.
The filter is set to the lowest bandwidth and the test-tone is given at one-
third of the filter band-edge.

minimum (71.4 MHz), as the random mismatches are maximum in this setting. The

test tone is set at a frequency such that the third harmonic lies at the band-edge. This

is because at very low frequencies no current flows through the integrating capacitors

and the non-linearities of transconductors are cancelled by each other (Tsividis and Shi

(1985)), while for a test tone at higher frequencies, the third harmonic lies outside the

filter pass-band leading to wrong results. To justify this fact, a test is conducted where

%HD3 is measured as a function of frequency for an input signal of 0.5 V peak-to-peak.

Figure6.15shows the plot of HD3 as a function of frequency. It can be seen that the

distortion is maximum at 21 MHz (about a third of the bandwidth). The filter has a

dynamic range of 52 dB for THD<1% and consumes a power of 100 mW from a 3.3 V

supply. The summary of the measurement results are given in Table6.1.
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Figure 6.15:Third harmonic distortion of the filter as a function of the input frequency
for an input signal of 0.5 V peak-to-peak. The filter is set to the lowest
bandwidth.

Thus from the test-chip results presented in this chapter, it is seen that the proposed

NQS compensation technique effectively compensates for MOS NQS effects without

any power overheads, while the proposed frequency response measurement technique

is found to be effective in cancelling the package feedthrough giving an improvement of

about two orders of magnitude when compared the conventional method. The proposed

method of noise spectral density measurement accurately estimates the noise of the filter

de-embedding the noise from other sources in the chip.
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Table 6.1:Summary of measurement results
Technology 0.35µm CMOS
Filter type 5th order Chebyshev
Supply voltage 3.3 V
Bandwidth 71.4-500 MHz
Active chip area 0.65mm2

Power 100 mW
Integrated output noise 356µV rms
Bandwidth variation -
for Vdd= 3.3 V±10% ±0.6%
with temperature (0 - 70oC) ±1.7%

Test tone atf−1dB

3

V in,pp for THD≤-40 dB 500 mV
Dynamic range for THD=-40 dB 52 dB

Stop-band attenuation measurement at the lowest bandwidth setting
Package Details 40 pin DIP
Conventional Measurement Tech-
nique

Measured response deviated from the
ideal response at 200 MHz. Filter at-
tenuation did not reduce below about
-65 dB & was sensitive to the package
used.

Proposed Technique using a Vector
Network Analyzer

Measured response deviated from the
ideal response at around 350 MHz.
Stopband response was monotoni-
cally decreasing to about -100 dB &
was insensitive to the package used.

Proposed Technique using Spectrum
Analyzer

Measured response deviated from the
ideal response at 275 MHz. The mea-
surements were less sensitive to the
package when compared to the con-
ventional technique.

108



CHAPTER 7

CONSTANT-C SCALED ACTIVE-RC FILTERS

The opamp-RC architecture is attractive, since the excellent linearity and low excess

noise of active-RC integrators result in filters that dissipate very low power for a given

dynamic range. However, designing high frequency opamp-RC filters is problematic

since the gain-bandwidth product of the opamps in an active-RC biquad must be much

larger than twice thefoQ product of the highest quality pole pair of the filter transfer

function. In practice, the opamp is replaced by an operational transconductance ampli-

fier (OTA) with a sufficiently large transconductance to avoid the swing limitations and

power dissipation associated with the design of a low output impedance stage needed in

the case of an opampTsividis (1994). Even so, the active-RC architecture is (mostly)

avoided at high frequencies due to the difficulties associated with the design of OTAs

with adequate gain and bandwidth in low voltage CMOS processes.

vi
gm1 -gm2

-gm3

vo

Cp1

(a) (b)

C

R/k

Figure 7.1:(a) The programmable integrator ofHarrison and Weste(2003) and (b)
single-ended block diagram of the OTA.

OTA finite gain and bandwidth issues are exacerbated when the filter bandwidth

has to be programmed over a wide range. To illustrate the problems associated with



programmability, consider the digitally tuned active-RC integrator shown in Figure7.1.

The integrating resistor is tuned by means of a digital codek. The OTA is a feed

forward compensated structure, proposed byHarrison and Weste(2003). gm1 andgm2

are cascaded to achieve high DC gain.gm3 is a feed forward transconductor, which

introduces a left-half plane zero. When compared to a two stage design, this structure

is advantageous due to the following. The Miller capacitor required for compensation

in a two stage design needs to be charged and discharged at high frequencies, thereby

necessitating significant bias current in the second stage. Since this is avoided in the

feed forward compensated structure, it is fundamentally more power efficient.

To program the filter bandwidth, the typical strategy (see for exampleHarrison and

Weste(2003)) is to vary the integrating resistors, while keeping the OTA unchanged.

At low filter bandwidth settings, the excess phase of the integrator is small, resulting in

a filter response close to the desired response. As the bandwidth setting is increased,

integrator excess phase increases, resulting in significantQ enhancement in the filter.

One solution to this problem is to design an OTA with so large a bandwidth that the

integrator excess phase remains very small for all bandwidth settings. Designing such

wideband OTAs would lead to significant power dissipation. It this thus seen if one is

interested in minimizing power dissipation in a programmable filter, the usual strategy

of tuning only the integrating resistors results in a response whose shape varies with

bandwidth setting, as can be seen in several reported works (Harrison and Weste(2003)

andKhorramabadiet al. (1996)).

In this chapter, we propose an active-RC technique that enables the design of high

frequency filters while maintaining frequency response shape and dynamic range when
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the bandwidth is programmed over a wide range. The basic idea is the use of the

“constant-capacitance scaling” principle, hitherto applied to high speed Gm-C filters),

in active-RC networks. An active-RC ladder filter is designed a 0.18µm CMOS process

to validate the proposed technique.

7.1 CONSTANT-C SCALED ACTIVE-RC INTEGRATORS

When an electrical network is constant-C scaled by a factorα, all the poles and zeros

of that network are scaled byα. Therefore the frequency response of that network also

scales byα. In a filter, when all integrators are constant-C scaled byα, the bandwidth of

the filter increases byα but the shape of the response remains the same, thereby enabling

wide-range programmability while maintaining performance. Figure7.2(a) shows the
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Figure 7.2:Schematic of constant-C scaled (a) active-RC integrator and (b) OTA.

constant-C programmable integrator used in this work. The OTA is a constant-C pro-

grammed version of the topology shown in Figure7.1(b), andRint andRz are digitally

programmable integrating resistors and zero-compensating resistors respectively. The

implementation details are described in this section. All circuits are fully differential.

111



7.1.1 Programmable OTA
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Figure 7.3:(a) Unit constant-C Gm-Cell and (b) Binary weighting of unit cells to realize
a 3-bit programmable constant-C transconductor.

The block diagram of programmable OTA used in this work is shown in Figure7.2(b).

gm1 andgm2 form the main signal path andgm3 forms the feed-forward path. Each

transconductor is made 3-bit programmable by connecting binary weighted constant-C

unit transconductors in parallel. The schematic of the unit transconductor is shown in

Figure7.3(a) the architecture of which is similar to the unit transconductor shown in

Figure2.10. M1-M2 and M3-M4 form the main and dummy differential pairs respec-

tively. When the main pair is “on”, the dummy pair is “off” and viceversa, so as to keep

the input capacitance independent of the number of unit transconductors that are “on”.
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Table 7.1:Choices for implementing the unit resistor

R

bVdd

RM

(a)

Runit

bVc

RM

(b)

Runit

bVc

R RM

(c)

Runit

RM/Runit ¿ 1 1 < 1
Parasitics Large Small Medium
Linearity High Medium High
Control No Yes Yes

7.1.2 Programmable Integrating Resistor (Rint)

The programmable integrating resistor is realized by connecting binary weighted

unit resistances in parallel. The unit resistance used for this purpose can be realized in

any one of the ways shown in Table7.1. We denote the resistance of the FET and the unit

resistor byRM andRunit. Figure (a) in the table shows a switch in series with a fixed

resistor (usually polysilicon resistor). The switch is made large, so thatRM/Runit ¿ 1.

Though this strategy has good linearity, the large parasitic capacitances associated with

the switch are problematic in high frequency filters. Also, there is no control over the

integrating resistor across process and temperature. An alternative approach is to use a

MOSFET, operated in triode region (figure (b) of Table7.1). A tuning loop is used to

control the conductance of the MOSFET. The parasitics of MOSFET is not of a prob-

lem as a small sized MOSFET is sufficient to realize the desired resistance. However,

it suffers from poor linearity, when compared to a polysilicon resistor. Figure (c) in

Table7.1 combines the merits of Figures (a) and (b). Here, the resistance is realized

as a series combination of a triode operated MOSFET resistance and a fixed resistor.

The resistance of the MOSFET is made a small percentage of the total resistance. This

reduces the signal swing across the MOSFET, increasing the linearity.Runit can be kept
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Figure 7.4:Programmable integrating resistor

constant across process and temperature by tuning the MOSFET resistance.

In the active-RC ladder filter designed in this thesis, the unit resistor of a digitally

programmable integrating resistor (Rint) is realized as in option (c) of Table7.1. Fig-

ure7.4shows the complete 3-bit programmable integrating resistor. The MOS resistor

(M0) in series with a 10 kΩ high resistivity polysilicon resistor forms the LSB. The

MOS resistors are controlled using logic signals b0-b2. Nodes X & Y denote the ter-

minals ofRint, which are connected to the virtual ground and output nodes of the filter

OTAs respectively. Dummy resistors and switches are used in an attempt to keep the ca-

pacitance at node X the same, irrespective of the bandwidth setting.Md0, Md1 andMd2

are the dummies corresponding toM0, M1 andM2 respectively. While similar dum-

mies could be used at node Y, simulations show that maintaining constant-C at node Y

is not so critical and hence avoided to reduce the layout complexity.

A tuning loop controls the resistance of the transistor, so thatRint is maintained

relatively constant over process and temperature. The gate voltage of the MOS resis-

tors is boosted above the supply voltage to reduce the size of MOS resistor (hence the
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parasitic capacitances) and to improve the linearity. At the highest bandwidth setting,

Rint is 1.667 kΩ. The MOSFET resistance is about 15% ofRint.

7.1.3 Programmable Zero-Compensating Resistor (Rz)

Rz

b0-2M0 M1 M2

b0*Vc b1*Vc b2*Vc

M0d M1d M2d

b0*Vc b1*Vc b2*Vc

Dummy

b0*Vc b1*Vc b2*Vc

Dummy

M2dM1dM0d

X

Y

X

Y

M0, M0d : 2(0.48/0.18) ; M1, M1d : 4(0.48/0.18) ; M2, M2d  : 8(0.48/0.18)

Figure 7.5:Programmable compensating resistor

The programmable resistorRz compensates for the right half plane zero occurring

because of OTA based integrator. It is realized using a bank of three binary weighted

MOS transistors operated in triode region, as shown in Figure7.5. Rz is small when

compared to the impedance of the integrating capacitor in the frequency band of in-

terest. Therefore swing acrossRz is small and distortion is not an issue. Dummy

transistors are used to maintain constant-C scaling. A tuning loop servoesRz to the

same stable off-chip resistor to whichRint is servoed.
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Figure 7.6:Floor-plan of the test chip.

7.2 DESIGN OF A FIFTH ORDER ACTIVE-RC LADDER FILTER

A fifth order Chebyshev active-RC filter with 1 dB pass-band ripple was designed

to test the ideas presented in the previous section. The bandwidth is 3-bit digitally

programmable over a 7X range from 44 MHz to 300 MHz. The filter is implemented as

a singly terminated ladder. Figure7.6shows the floor-plan of the test chip. Apart from

the filter, the chip consists of resistor-servo and bias distribution circuits. It also has two

nominally identical test buffers TB1 and TB2 to facilitate accurate characterization of

the frequency response.

A single-ended node-scaled version of the filter is shown in Figure7.7. The element

values shown are for the highest bandwidth setting of 300ṀHz. Metal-Insulator-Metal

(MIM) capacitors are used as the integrating elements. The proposed constant-C scaled

active-RC integrator, explained in the previous section, forms the building block of the

filter. The tail currents of the differential pairs in the OTA are derived from a fixed

116



- +
+-

- +

R
i

+-
+- 

v i
n

v o
u

t

R
i=

16
66

.6
7 

Ω
, R

z=
14

5 
Ω

, C
1=

33
9.

76
 fF

, C
2=

91
9.

3 
fF

, C
3=

63
4.

51
 fF

, C
4=

10
12

.5
 fF

, C
5=

53
0.

05
 fF

R
i

2

C
1

R
z

C
2

R
z

C
3

R
z

C
4

R
z

C
5

R
z

R
i

2R
i

R
i

R
i

-1

-1

R
i

2R
i

R
i

2

-1

-1
R

i

Figure 7.7:Single ended schematic of the filter - component values are for the highest
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transconductance bias circuit that servoes the transconductance of the OTA to an off-

chip stable resistor keeping the transconductance stable across process and temperature

variations. The fixed-Gm bias circuit and the bias distribution scheme are similar to

those explained in chapter2. The schematic of fixed-Gm bias and the bias distribution

circuit is shown in Figure7.8and7.9respectively.

7.2.1 Common-Mode Feedback circuit

The common-mode output of each stage of the OTA is fixed by a separate common-

mode feedback (CMFB) circuit. Figure7.10 shows the CMFB circuit that fixes the

common-mode of the second stage (i.e. output) of OTA. A resistor based common-

mode sensing is used.RCM is the common mode sensing resistor. The detected com-

mon mode is compared with a common-mode reference voltage (generated on-chip)

and the resulting error is amplified using an error amplifier formed byM1- M5. Cc

is the compensating capacitor (2 pF) for stabilizing the common-mode loop.M6-M7

forms a NMOS source follower and drives the largeCc. CCMs are small capacitors

(30 fF) used to compensate for the pole formed byRCM and the input capacitance of

the error amplifier.

In order to keep the common-mode sensing circuit simple,RCM is kept constant (i.e.

RCM do not scale with the bandwidth setting). Since, differentially,RCM is in parallel

with the load on OTA, care has been taken in choosingRCM so that its influence is

minimum on constant-C scaling. A similar CMFB circuit fixes the common-mode of

the first stage output of OTA.
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Figure 7.8:Fixed-Gm bias circuit
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7.2.2 Resistor Servo Circuit

−
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−
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Vbat

146 mV(2.917 kΩ)
+

-

(50 µA)

Figure 7.11:Simplified schematic of the resistor servo loops.

As mentioned in the previous section, the MOS resistors used inRint andRz are

servoed to an off-chip stable resistor and their gate voltage is boosted above the supply

voltage. It was decided to have a control voltage in the vicinity of 3.3V. Figure7.11

shows a simplified schematic of the resistor servo loop.Rext is the off-chip resistor to

whichRint andRz are servoed. The working of this circuit can be explained as follows.

Consider the servo loop containingRint. The OpampA1 forces the voltageV1 to be

equal toV2 by changing the gate voltage ofM1. When this happens,I×Rext=αI×Rint.
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Figure 7.12:Charge pump based battery generator

In other words,Rint is adjusted to a valueRext/α. A similar analysis holds for servo

loop containingRz, in which case,Rz=Rext/β.

Since the complete servo circuit works with a 1.8 V supply, the boosting of the gate

voltages above the supply voltage is done by connecting a “battery” in series with the

opamp output. The battery is realized by a capacitor charged to a DC voltage using a

charge-pump based circuit. Figure7.12shows the charge-pump based battery generator.

The timing diagram is shown in the inset. In the steady state,V bat = V dd + V a =

1.8 + V a. V bat is suitably set so as to give a sufficient headroom for the opamps to

adjust its output for any variations in the resistance. The charge pump circuit is designed

to operate at 1̇MHz.

7.2.3 Test Buffers

Two nominally identical test buffers (TB1 and TB2) are used to drive the external

loads (the measuring instrument), since the filter is not designed to drive these large
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loads. The outputs of these test buffers are tied on-chip and a single differential output

is brought out of the chip. Only one test buffer will be on at a given time. The scheme

used for the filter characterization is same as that discussed in chapter5. Baluns are

used at the input and output of the chip for the single ended to differential conversion

of the signal and vice-versa.

Figure7.13shows the simplified schematic of the test buffer used in the filter chip.

The architecture is similar to the test buffer designed for the Gm-C filter in chapter5,

except that in the test buffer used here, the output of the first stage (the source follower)

is attenuated by a factor of 8 before feeding it to the next stage (the differential pair)

using a resistive potential divider. This is done to avoid the linearity issues related to the

second stage as the filter is designed to work at a differential swing of 2 V peak-to-peak.

The test buffer is operated at 3.3 V supply to minimize the distortion introduced by it.

Each test-buffer takes a total current of 21 mA from the supply.

The test buffer has three control bitsb0, b1 and b2. Bit b0 turns on/off the test

buffer. Whenb0 is low, all the current sources are switched OFF, turning off the buffer

completely. Bitb0 also controls the switches Ms4-Ms5, turning the bias for the cascode

transistors of the differential pair on/off, which ensures virtually that no signal leaks to

the output from the input when the test buffer is turned off. A high onb0 turns the test

buffer ON. The the test buffer has the gain programmability. The control bitb1 sets the

gain. A high onb1 adds the differential pair M7-M8 in parallel with the differential pair

M3-M4, doubling the gain. When M8-M9 are turned off, a dummy differential pair

Md8-Md9 is turned on so as to ensure that the capacitance at the nodesip 1 andip 2

remain unaltered. Control bitb2 enables to multiply the test buffer gain by±1, which
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Figure 7.14:Simulated filter response (a) without constant-C scaling, onlyRint is var-
ied to change bandwidth and (b) with constant-C scaled OTA,Rint and
Rz.

is necessary for the accurate measurement of the filter frequency response. Ms1-Ms4

are the cross-coupled switches used for this purpose.

7.3 SIMULATION RESULTS

To illustrate the benefits of constant-C scaling in active-RC filters, the following two

simulations were run on the layout extracted netlist of the filter designed in the previous

section.

1. Without constant-C scaling: Only the integrating resistorsRint are programmed
to vary the bandwidth and the OTA andRz are fixed to the highest bandwidth.

2. With constant-C scaling: Constant-C scaled OTA,Rint andRz are used.

Figure7.14shows the simulated passband responses of the filter for the above cases.
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Figure 7.15:Die photograph and top-level layout.

Part (a) shows the simulated responses without constant-C scaling. Notice that while

the response at the highest bandwidth setting is as desired, it progressively droops at the

band-edge as the set bandwidth is reduced. At the lowest bandwidth setting, the third

maximum characteristic of the Chebyshev response has drooped by more than 6 dB.

Figure7.14(b) shows the simulated passband responses when a constant-C scaled OTA,

Rint andRz are used. The dramatic improvement in performance is apparent. It can be

noticed that the shape of the response is preserved when the filter bandwidth is varied

across its tuning range.

7.4 EXPERIMENTAL RESULTS

The filter test-chip was fabricated in a UMC 0.18µm CMOS process through Eu-

ropractice. The die photograph and the top level layout of the chip are shown in Fig-

ure7.15. The active area of the filter is 0.63 mm2. The chip was packaged in a 44-pin

J-leaded chip carrier (JLCC) package. The pinout of the packaged chip and the func-
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Figure 7.16:Photograph of the test board.

tionality of the pins are given in appendixD. A two-layered PCB was designed for

testing the fabricated chip. Figure7.16shows a photograph of the PCB.

Figure7.17shows the measured frequency response of the filter for all bandwidth

settings and the passband details are shown in the inset. Note that the shape of the

response remains virtually unaltered in spite of being programmed over a 7X range.

Thanks to constant-C scaling. Figure7.18shows the normalized response of 15 chips

on the same plot, at the highest and lowest (in the inset) bandwidth settings. All the

chips were measured under identical test conditions. Good repeatability is seen.

Figure7.19shows the measured IIP3 of the filter as a function of frequency with

the filter set at lowest bandwidth (44 MHz). The lowest IIP3 is 2.5 V rms and occurs

127



0 100 200 300 400 500 600 700 800
−80

−70

−60

−50

−40

−30

−20

−10

0

10

20

Frequency (MHz)

M
ag

ni
tu

de
 r

es
po

ns
e 

(d
B

)

0 100 200 300
−3

−2

−1

0

1

Frequency (MHz)

dB
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at the band-edge since all the integrating nodes swing almost equally at the band-edge.

The use of poly-resistor based active-RC integrators results in excellent filter linearity

- when a 2.2 V (peak-to-peak differential) input tone at one third of the band-edge fre-

quency is applied to the filter, the third harmonic distortion was 1%. The measured

output noise spectral density of the filter across the bandwith settings is shown in Fig-

ure7.20. In the inset, plotted the noise spectral density around 1 MHz for the lowest

bandwidth. The small tone seen at 1 MHz is due to the clock feedthrough. The RMS

output noise of the filter was measured to be 860µV, without considering the clock

feedthrough, resulting in a dynamic range of 56.6 dB for 1% THD. The filter consumes

54 mW at 1.8 V supply. Table7.2summarizes the measured results.

Table 7.2:Summary of measurement results of active-RC filter chip
Technology 0.18µm CMOS
Filter type 5th order Chebyshev, Opamp-RC

Supply voltage 1.8 V
Bandwidth 40-300 MHz

Active chip area 0.63mm2

Power
OTAs + CMFB circuits 54 mW
Fixed-Gm bias circuit 3 mW

Current distribution circuit 5.9 mW
Resistor servo circuit 2.7 mW

Integrated output noise 860µV rms
IIP3 @ band-edge 2.5 V rms

(when set to lowest bandwidth)
Test tone atf−1dB

3
for the lowest bandwidth

V in,pp differential for THD≤-40 dB 2.2 V
Dynamic range for THD=-40 dB 56.6 dB

Table7.3compares the present work with some of the published filters. A figure of

merit (FOM ) is used for the comparison and is given in (7.1).

FOM =
Pdiss

p× fo ×Qmax ×DR2
(7.1)
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where,Pdiss is the power dissipated (Watts),p is the number of filter poles,fo is the

filter cut-off frequency (Hertz),Qmax is the maxmimumQ of the filter andDR is the

dynamic range of the filter. The unit ofFOM is Joules (J). From the Table7.3 the

Gm-C filters have poorFOM compared to their counterparts. This is expected as Gm-

C filters are power hungry for a given dynamic range. Comparing our active-RC filter

with the filter presented byHarrison and Weste(2002), both the filters have the same

OTA architectures and the OTAs consume same power (4 mA at 1.8 V) but the former

has the betterFOM with the merit of preserving the frequency response shape over

the tuning range. The active-RC filter presented in (Harrison and Weste(2003)), uses

power optimized OTAs with two feedforward loops. Thus has a betterFOM , but with

a short-fall that the shape of the frequency response is bandwidth dependent.

Thus it is shown that constant-C scaling applied to active-RC integrators allows the

realization of widely programmable active-RC filters while preserving the shape of the

frequency response intact when the bandwidth is programmed over the tuning range.
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CHAPTER 8

CONCLUSIONS AND FUTURE DIRECTIONS

In this thesis, we addressed the issues of accurate design and characterization of high

frequency continuous-time filters. An efficient design centering technique was proposed

for ensuring the filter response is indeed the desired one, even in the presence of layout

parasitics. The proposed design centering technique drastically reduces the design time.

The influence of non-quasi-static effects of the MOS transistors on the high fre-

quency continuous-time filters was analyzed. A simple technique to compensate for

these non-quasi-static effects is presented. The technique requires less hardware and is

free from the problem of clock feedthough unlike conventional Q-tuning techniques.

Two novel techniques that enable accurate measurement of the frequency response

of on-chip high frequency filters in the face of package feedthrough were presented.

The first technique, using a VNA, results in a dramatic increase in the precision and

frequency range over which accurate measurements become possible. A second tech-

nique, which uses only magnitude measurements, is an improvement over the conven-

tional technique but not quite as effective as the VNA based technique. A technique

to accurately measure the noise spectral density of on-chip filters, accounting for the

frequency response of the package and test-setup, as well as the noise of the test buffers

was presented.

A widely programmable fifth order lowpass Chebyshev Gm-C ladder filter was de-

signed in a 0.35µm CMOS process to validate the proposed ideas. The filter bandwidth



is digitally programmable with 3-bits from 71.4–500 MHz and has a passband ripple

of 1 dB. Measurements from fabricated chips confirm our theory. The filter achieved a

dynamic range of 52 dB consuming a power of 100 mW from a 3.3 V supply.

We proposed a constant-C scaled active-RC integrator that enables the realization

of widely programmable high frequency active-RC filters whose frequency response

shape and dynamic range are maintained over the entire tuning range. A fifth order

active-RC ladder filter was deigned in a 0.18µm CMOS process. The bandwidth is

digitally programmable from 44–300 MHz. The efficacy of the proposed technique was

proved by the test-chip results. The filter has a dynamic range of 56.6 dB and consumes

54ṁW of power from a 1.8 V supply.

8.1 FUTURE DIRECTIONS

A simplified space-mapping was sufficient for design centering the filter designed in

this work due to fact that the coarse model of the filter was simply a translated version

of the actual filter. For complicated filters like higher order active-RC filters, it may not

be possible to arrive at a coarse model which is just a translated version of the actual

filter. Investigations on applying advanced space mapping techniques to such filters are

required.

Constant-C scaling in high frequency active-RC filters is limited by the integrating

resistor, for the architecture used in this thesis. At higher frequencies, the presence of

parasitic capacitances make the integrating resistor to violate constant-C scaling princi-

ple, since the unit resistor which is turned off, is not isolated completely from the circuit.

Work towrads achieving a true constant-C scaled integrating resistor is necessary.
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APPENDIX A

EFFECT OF THE PARASITIC POLE OF A
TRANSCONDUCTOR ON ωo AND Q OF A Gm-C

BIQUAD

The transfer function of a biquadratic lowpass filter is given as

H(s) =
1(

s
ωo

)2

+ 1
Q

(
s

ωo

)
+ 1

(A.1)

Given a biquadratic lowpass filter, to findωo one finds the frequency at which the

phase of the filter transfer functionH(jω) reaches−π/2. Q is the gain of the filter

atωo.

When the integrators of the biquad have parasistic pole at 1/τ1, the modified transfer

function of the filter can be obtained by replacings in (A.1) by s(1+sτ1) as given below

H ′(s) =
1

s2(1+sτ1)2

ω2
o

+ 1
Q

s(1+sτ1)
ωo

+ 1
(A.2)

Expanding and rearranging the terms,

H ′(s) =
1

s2

ω2
o
(1 + s2τ 2

1 + 2sτ1) + 1
Q

s
ωo

(1 + sτ1) + 1
(A.3)

H ′(jω) =
1

1− ω2

ω2
o

(
1− ω2τ 2

1 + τ1
Qωo

)
+ j 1

Q
ω
ωo

(
1− 2ω2τ1Q

ωo

) (A.4)

To find the modified value ofωo (denoted asω′o), we find the frequency at which



6 H ′(jω) = π/2, as per the definition given earlier in this appendix. In other words,

ω′o is the frequency at which the real part of denominator inH ′(jω) becomes zero. i.e.

atω′o,

1− (ω′o)
2

ω2
o

(
1− (ω′o)

2τ 2
1 +

τ1

Qωo

)
= 0 (A.5)

Assuming(ω′o)
2τ 2

1 ¿ 1,

ω′o ≈ ωo√
1 + ωoτ1

Q

(A.6)

≈ ωo

(
1− ωoτ1

2Q

)
(A.7)

⇒ f ′o ≈ fo

(
1− πfoτ1

Q

)
(A.8)

DenoteQ′ as the modifiedQ of the filter. By definition ofQ, Q′ = |H ′(jω)|ω=ω′o.

Therefore we can write,

1

Q′ =
1

Q

ω′o
ωo

(
2ω′2o τ1Q

ωo

)
(A.9)

Substituting (A.8) in (A.9) for ω′o, for a biquad with large Q>1, Q′ can be approxi-

mated as

Q′ =
Q

1− 4πfoQτ1

(A.10)
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APPENDIX B

PIN DETAILS OF THE Gm-C FILTER CHIP

FigureB.1 shows the pinout of the packaged chip. The functional details of the pins are

given in TableB.1.
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Figure B.1:Pinout of the packaged chip



Table B.1:Functionality of pins of Gm-C filter chip
Pin number Pin Name Functionality
1, 2, 5, 8, 18, GNDA Ground
21, 22, 25, 28,
33 & 36
3, 20, 23, 24, V DD Supply voltage (3.3 V nominal)
29, 30, 32,
37 & 38
4 V CM OUT Common-mode reference output.

Used to test/tap the common-mode reference
voltage generated on-chip.

6 IN P Differential analog input.
7 IN M
9 R m Stable resistance for the fixed-Gm bias
10 R p circuit is connected between these two pins.
11 Iref ext Iref sel is the control to select between
12 Iref sel an internal fixed-Gm bias circuit or

an external currentIref ext.
13–15 Sel2, Sel1 and 3-bit select lines setting the bandwidth

Sel0 of the filter.Sel0 is the LSB.
16 TB2 sel1 Control bits for test buffer TB2.
17 TB2 sel0
19 Iref out A test pin, where the transconductor

bias current is brought out.
26 FIL P Filter path differential output.
27 FIL M
31 V bias out Bias voltage for the cascoded

transistors of Gm-cell.
34 DIR M Direct path differential output.
35 DIR P
39 TB2 sel1 Control bits for test buffer TB1.
40 TB2 sel0
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APPENDIX C

LM334 BASED CURRENT SOURCE/SINK

LM334
Rset

Iset

Iset

Ibias

V+

R

V-

+

-
Vref

X

Y

IR

Figure C.1:Basic current source using LM334

LM334 is a three terminal adjustable current source (fromNational Semiconductor).

A basic current source circuit using LM334 is shown in FigureC.1. The current source

is built between the node-X and node-Y whereX is at higher potential thanY . The

three terminals of LM334 are namedV +, R and V −. LM334 generates a constant

voltageVref betweenR andV − for a given temperature, which is approximately given

by 214µV/oK. An external resistanceRset sets the currentIR between terminalsR and

V −. Ibias is the current consumed in LM334 for producingIR. Therefore the current

setIset by the current source is given as -

Iset =
VR

R
+ Ibias (C.1)

The bias currentIbias depends onIR. A typical ratio Iset

Ibias
is about 18 for 2µA <

Iset < 1 mA. Using this value, in (C.1), the resistanceRset required to generate a given



Table C.1:Jumper settings
Jumper setting Operation
J1, J5 Current sink
J2, J4 Current source
J3, J5 Turned OFF

Iset at room temperature (300oK) can be simplified to -

Rset =
68 mV

Iset

(C.2)

V+ V-

R

J1

J2

J3

J4

J5
Vdd

LM334

Isource/sink

Rset

R1R2

Figure C.2:Schematic of the current source/sink circuit

An adjustable current source/sink is built using the basic current source circuit (Fig-

ureC.1) and is shown in FigureC.2. ResistorR1 decides the maximum current the

circuit can source/sink, whileR1 + R2,max decide the minimum source/sink current.

The jumper settings shown in TableC decide the source/sink operation of the circuit.
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APPENDIX D

PIN DETAILS OF THE ACTIVE-RC FILTER CHIP

Pinout of the packaged active-RC filter chip is shown in FigureD.1. The functionality

of each pin is given in TableD.1
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Figure D.1:Pinout of the packaged active-RC chip



Table D.1:Functionality of pins of the active-RC filter chip
Pin number Pin Name Functionality
1, 3, 5, 20, 25, GNDA Ground
27, 31, 32, 34,
36, 37 & 43
6, 18, 24 & 44 V DD Supply voltage (3.3 V nominal)
2 IN P Differential analog input.
4 IN M
7 V CM OUT Common-mode reference output.

Used to test/tap the common-mode reference
voltage generated on-chip.

8 R n Stable resistance for the fixed-Gm bias
9 R p circuit is connected between these two pins.
10 TB1 sel2 Control bits for test buffer TB1.
11 TB1 sel1
12 TB1 sel0
13 Iref ext Iref sel is the control to select between
14 Iref sel an internal fixed-Gm bias circuit or

an external currentIref ext.
15–17 Sel2, Sel1 and 3-bit select lines setting the bandwidth

Sel0 of the filter.Sel0 is the LSB.
19 Iref out A test pin, where the transconductor

bias current is brought out.
21 TB2 sel2 Control bits for test buffer TB2.
22 TB2 sel1
23 TB2 sel0
26 & 42 V DD 3v3 3.3 V supply for the test-buffers.
28 CLK IN 1 MHz Clock for the resistor servo circuit.
29 V cz out Control voltage of the zero-compensating re-

sistorR z is tapped out.
30 V cz out Control voltage of the integrating resistorRi

is tapped out.
33 OUT M Differential analog output.
34 OUT P
38 R ext Offchip resistor (1 kΩ) of the Resistor servo

circuit.
The other end of the resistor is connected to
pin 7.

39 V cz ext sel Control to select the internal resitor servo cir-
cuit or an external voltage atV cz out.

40 V c ext sel Control to select the internal resitor servo cir-
cuit or an external voltage atV c out.

41 V DD Rservo Supply for the Resistor servo loop.
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